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A Study of Spike and Modal 
Stall Phenomena in a Low-
Speed Axial Compressor 
This paper presents a study of stall inception mechanisms in a low-speed axial 
compressor. Previous work has identified two common flow breakdown sequences, 
the first associated with a short length-scale disturbance known as a ' 'spike,'' and 
the second with a longer length-scale disturbance known as a •' 'modal oscillation.'' 
In this paper the physical differences between these two mechanisms are illustrated 
with detailed measurements. Experimental results are also presented that relate the 
occurrence of the two stalling mechanisms to the operating conditions of the compres
sor. It is shown that the stability criteria for the two disturbances are different: Long 
length-scale disturbances are related to a two-dimensional instability of the whole 
compression system, while short length-scale disturbances indicate a three-dimen
sional breakdown of the flow-field associated with high rotor incidence angles. Based 
on the experimental measurements, a simple model is proposed that explains the type 
of stall inception pattern observed in a particular compressor. Measurements from 
a single-stage low-speed compressor and from a multistage high-speed compressor 
are presented in support of the model. 

Introduction and Background 
The phenomena of stall and surge in compression systems 

have been studied almost continuously since the early develop
ment of the gas turbine engine. The objective of the work has 
always been the same, namely to extend the stable operating 
range of the compressor, but from time to time the immediate 
motivation for the work has changed. Over the past 20 years 
the driving problems have included hung stall, inlet distortion, 
casing treatments and, most recently, the application of active 
stall control. Active control was first proposed by Epstein et al. 
in 1986, and since then a significant amount of further research 
has been done, in both Europe and America. Most of this work 
can be divided into three categories: theoretical studies of con
trol techniques (Simon et al., 1993; Feulner et al , 1996), the 
implementation of active control (Paduano et al., 1993; Day, 
1993a; Haynes et al , 1994) and detailed studies of stall incep
tion (Gamier et a l , 1991; Day, 1993b; Tryfonidis et al , 1995; 
Hendricks et al., 1993). The work presented in this paper falls 
into the category of stall inception studies and builds on previ
ous experimental work by Day (1993b). 

Experimental work by McDougall et al. (1990) and Day 
(1993b) confirmed the existence of two different stall incep
tion patterns in low-speed compressors. The first stalling pat
tern initiates with a short length-scale disturbance, which ap
pears suddenly and develops directly into rotating stall. This 
type of disturbance, known generally as a "spike" because 
of its spikelike appearance in the velocity traces, is created 
by the localized stalling of a particular blade row. Figure 1 
illustrates this type of stalling pattern, showing a sharp spike 
appearing on the velocity traces in an otherwise steady flow 
field. When the spike first emerges, it is small in circumferen
tial extent and thus propagates quickly around the annulus, 

Contributed by the International Gas Turbine Institute and presented at the 
42nd International Gas Turbine and Aeroengine Congress and Exhibition, Or
lando, Florida, June 2 - 5 , 1997. Manuscript received at ASME Headquarters 
February 1997. Paper No. 97-GT-526. Associate Technical Editor: H. A. Kidd. 

usually between 60 and 80 percent of rotor speed. (It is now 
well established that the fewer blade passages a stall cell 
occupies the faster it will rotate; Day, 1996). As the spike 
begins to propagate, it rapidly increases in size and its speed 
of rotation reduces. A high initial speed of rotation is charac
teristic of this type of disturbance. 

The second type of stall inception pattern, which was pre
dicted theoretically by Moore and Greitzer (1986) before being 
observed by McDougall et al. (1990), involves the gradual 
build-up of a long length-scale perturbation, which appears prior 
to the formation of a finite stall cell. The term "modal oscilla
tion" is used to describe this phenomenon, a first-order mode 
having a wavelength equal to the circumference of the compres
sor, and a second-order mode having a wavelength of half the 
circumference, etc. An example of this phenomenon is given 
in Fig. 2, which shows a gentle undulation in the velocity traces 
prior to a gradual transition into rotating stall. In most cases a 
modal oscillation affects the flow throughout the length of the 
compressor, although it has recently been found that stage mis
matching can limit the disturbance to a particular axial region. 
The rotational frequency of modal oscillations in low-speed 
compressors is usually less than 50 percent of rotor speed. 
(Modes of higher proportional frequencies may occur in high
speed machines, as found by Hendricks et al., 1993.) 

The modal oscillation shown in Fig. 2 grows smoothly into 
a fully developed stall cell. Detailed measurements show that 
in such cases the low-velocity trough in the modal pattern initi
ates flow breakdown over a wide sector of the annulus. This 
results in a broad stall cell, which, because of its size, rotates 
comparatively slowly, in this case at a speed similar to the fully 
developed cell. The formation of a broad, slow-moving cell is 
thought to be associated with flow separation near the hub. In 
other situations the velocity trough in the modal wave will 
trigger flow separation in a localized region near the tip of one 
particular blade row. In such cases the transition from modal 
oscillation to rotating stall occurs via a spike disturbance, which 
initially propagates at a speed higher than the mode or the final 
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Fig. 1 Example of spike-type stall inception 

stall cell. An example of a spike disturbance being initiated by 
a modal oscillation is given in Fig. 3. A mode can therefore be 
viewed as an oscillation of the flow-field, which promotes flow 
breakdown, either at the hub or at the casing, but which is 
distinct from the actual flow separation, which develops into 
rotating stall. This concept will be developed further in this 
paper. 

As discussed above, stall in axial compressors is sometimes 
preceded by modal oscillations, while in other cases it initiates 
suddenly in the form of a spike. The criteria determining which 
of the two stalling sequences will occur in a particular compres
sor have been a topic of much discussion. It was shown by Day 
(1993b) that either type can occur in the same compressor if 
the tip clearance is changed. It has since been found that axial 
stage matching has a more pronounced effect on the stalling 
pattern than tip clearance. In this paper experiments are reported 
that identify the operating conditions that promote each of the 
stalling sequences. Based on these results, a model is proposed 

Mode Speed ~ 20% , Cell Speed ~ 40% 
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Fig. 2 Example of a modal perturbation preceding stall 
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Fig. 3 Example of a spike-type stall cell originating in the trough of a 
modal velocity perturbation 

that sets out the stability criteria for the two phenomena. Before 
this is done, however, it is necessary to present some additional 
information on the physical properties of spikes and modes. 

Physical Features of Spikes 
When monitoring stall inception patterns using a circumfer

ential array of probes, a spike can be identified by the narrow 
width of the disturbance (just one or two blade passages) and 
the high speed at which it rotates. The spike only retains this 
narrow structure and high rotational speed for a short time, 
seldom more than half a revolution around the circumference, 
before it increases in size and its speed decreases. Because the 
initial flow breakdown process is localized in both circumferen
tial and axial extent, the identification of spikes is made easier 
if the probes are located near the particular blade row in which 
the spikes initiate. In many cases spikes remain unidentified, or 

| , , ! ! 
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Fig. 4 Tangential velocity measurements showing the abrupt appear
ance of a spike 
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Fig. 5 Wall static measurements showing potential effect of stall cell 
blockage 

are misclassified as modes, because they have originated at a 
location far removed from the measuring probes and therefore 
their signature is already broad and slow moving by the time 
the disturbance is detected. 

Experimental work has been performed on the Cambridge 
four-stage compressor to examine the flow breakdown process 
associated with spikes. Details of the compressor are given in 
Appendix 1. Figure 4 shows the tangential velocities measured 
by an array of eight hot-wire probes positioned a quarter of a 
chord upstream of the first rotor and separated circumferentially 
by two blade pitches. The traces show the abrupt nature of the 
spike formation, the disturbance requiring only two or three 
blade pitches to become a significant disturbance. The measure
ments also show that the tangential velocity in the vicinity of 
the spike, as measured just upstream of the rotor face, is low 
when the disturbance first appears. From other measurements, 
such as those in Fig. 1, it is seen that the axial velocity is low 
in the same region. With low tangential and axial velocities 
upstream of the disturbance, the flow breakdown region has the 
appearance of a blockage in the flow-field, with an accompa
nying upstream stagnation region. 

The picture of the spike as a localized blockage originating in 
one particular blade row is supported by the wall static pressure 
measurements shown in Fig. 5. These traces were recorded 
by pressure transducers positioned in axial pairs upstream and 
downstream of the same rotor row. When the spike first appears 
near the second pair of probes, the static pressure rises ahead 
of the disturbance (as it would in a stagnation region) while 
behind the rotor the pressure falls due to the localized loss of 
work input. The spike thus grows out of a disturbance that is 
initially confined to one or two blade passages in one particular 
blade row. Hot-wire measurements show that the initial flow 
separation is limited to the tip region of the rotor blades. This 
is illustrated by the measurements in Fig. 6 for which the probes 
were positioned alternately near the hub and near the casing. 
The traces show a drop in axial velocity in the stagnation region 
ahead of the spike near the rotor tip, and a corresponding in
crease in velocity near the hub where the flow is diverted under 
the blockage. The disturbance therefore originates near the blade 
tips and initially occupies only part of the span. 

It has been suggested that spike formation may be related to 
the instability of the over-tip leakage flow. This point, and the 
precise details of the flow breakdown in the blade passage, have 
been examined computationally by Hoying (1996). Over-tip 

leakage flows also occur in cantilevered stator rows, but no sign 
of spike stall inception has yet been detected in these blade 
rows, possibly because of the high reaction of most of the 
blading in use. 

In the Cambridge four-stage compressor, spikes are usually 
observed in the first rotor row. Experiments on other low-speed 
compressors having repeating blade geometry in each stage, 
also show that the first rotor is the most susceptible to spike 
initiation. It is thought that this occurs because the deviation 
angle of the flow leaving the inlet guide vanes is approximately 
constant as stall is approached, whereas the deviation angles 
from the downstream stator rows increase. Near the point of 
stall, the first rotor thus operates at a higher incidence than the 
downstream rotors and therefore it is this row that first succumbs 
to flow separation. However, spike-type stalling is not confined 
to the first stage, and can be induced in any of the four stages 
of the Cambridge compressor by simply restaggering the stator 
rows. The formation of spikes in the rear stages of high-speed 
compressors has also been observed, as reported by Day et al. 
(1998). 

Characteristics of Modal Oscillations 
In contrast with the sharply defined origins of spike-type 

disturbances, modal oscillations have no specific origin in time 
or space and the instant at which they are first detected is largely 
determined by the sensitivity of the measuring equipment. In 
most cases modal oscillations appear many revolutions before 
stall and intensify as the flow rate is reduced. The amplitude of 
the oscillation usually remains small and seldom exceeds 2 or 
3 percent of the free-stream velocity before flow breakdown 
occurs and stall propagation begins. (However, under certain 
stage matching conditions, velocity fluctuations of more than 
20 percent have been observed.) 

In multistage low-speed machines, modal oscillations are 
usually of equal intensity from the inlet to the exit of the com
pressor, although variations in stage loading can restrict the 
perturbation to a particular axial region. An example of this is 
given in Fig. 7 for the case when a close-coupled screen was 
positioned upstream of the compressor to simulate a stable 
group of stages. As shown, modal activity was confined to the 
front of the compressor in this case. The results in this figure 
are particularly interesting because they show a spike initiating 
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Fig. 6 Hot-wire measurements showing increase in hub velocity owing 
to spike blockage at the casing 
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Time (Rotor Revs.) 

Fig. 7 Static pressure measurements showing modal activity at rotor 1 
and spike-type stall initiating in rotor 4 

stall from the rear of the compressor independently of the modal 
activity at the front. 

While a spike can be regarded as an embryonic stall cell, 
which develops continuously into rotating stall, a modal oscilla
tion is not in itself an early form of stall cell. Instead, a mode 
is an oscillation of the flow-field, which appears close to the 
peak of the total-to-static pressure rise characteristic, as dis
cussed by Moore and Greitzer (1986). At the peak of the char
acteristic, some or all of the blade rows are operating close to 
their stalling limits and hence any modal induced velocity deficit 
may be sufficient to initiate flow separation, either in the form 
of a spike, as in Fig. 3, or as a broader stall cell, as shown in 
Fig. 2. 

The observation that modal oscillations occur at the peak of 
the pressure rise characteristic is illustrated by the example in 
Fig. 8 where, owing to the presence of a downstream screen, 
the characteristic has a well-defined peak. In this case, sustained 
modal activity appears only at the peak of the characteristic and 
is not present at other flow rates where the slope is non-zero. 
The lower part of Fig. 8 shows the output from a hot-wire ahead 
of rotor 1 at three different flow coefficients. At high flow rates 
the flow field is steady, but at the peak of the characteristic a 
clear modal perturbation is present, as shown in the center trace. 
At lower flow coefficients the velocity fluctuation disappears 
and the flow field is again axisymmetric. Stalling was eventually 
initiated by a spike at the front of the compressor. 

In this discussion we have tried to show that modal perturba
tions are a particular form of flow instability that occurs when 
the compressor operating point approaches the peak of the char
acteristic. A modal perturbation can theoretically develop 
smoothly into a large nonlinear disturbance, but in most cases 
its development is interrupted by the appearance of a stall cell. 
The reason for distinguishing modal activity from the actual 
flow breakdown process will become clear in the following 
section where it is shown that stalling occurs when a critical 
value of blade incidence is exceeded. The velocity fluctuations 
associated with modes increase the local blade incidence in 
certain regions of the annulus and therefore the intensity of 
modal activity required to initiate stall depends on how near or 
far any of the blade rows in the compressor are from critical 
incidence. In some situations critical incidence may be exceeded 
somewhere in the compressor before the peak of the characteris

tic is reached, in which case stalling, usually of the spike type, 
will occur before modes have developed. 

Axial Matching Experiments 
So far it has been established that modes and spikes are 

different aspects of the stall inception process and that both 
phenomena can be observed in the same compressor. To investi
gate the effects of characteristic slope and local blade incidence 
on the stall inception pattern, a series of experiments was con
ducted on the Cambridge compressor, making use of its variable 
stagger IGV and stator rows. Stage pressure rise characteristics 
and the stalling patterns of the compressor were measured for 
a large number of settings of the stators and IGVs. The results 
of two specific experiments are presented below, showing the 
effect of changing the relative loadings of stage 1 and the group 
of stages 2-4 . This division of the compressor between stage 1 
and the remaining downstream stages was made for two reasons. 
First, it has been observed that the first rotor row in a low-
speed multistage compressor of repeating stage design is the 
most susceptible to flow separation. Second, because the IGV 
deviation angle is small and the boundary layer at IGV exit is 
relatively thin, the rotor 1 incidence angle can be controlled 
more accurately than the incidence onto any of the downstream 
blade rows. 

To measure the stall inception events in these experiments, 
circumferential arrays of six hot-wire probes were used, follow
ing the procedure described by Day (1993b). From the mea
surements, the presence of modal oscillations prior to stall was 
determined, either by eye from the shapes of the velocity traces 
or, in cases which were unclear, by using the spatial Fourier 
analysis procedure first demonstrated by McDougall et al. 
(1990). 

When measuring the compressor characteristics, it was found 
that by using the traditional method of recording the flow rate 
and pressure rise at relatively few throttle positions, the shape 
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Fig. 8 An example of modal activity that does not lead directly to stall 
(downstream screen fitted) 
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Fig. 11 Enlargement of Fig. 9 showing contours of rotor 1 tip incidence 

of the characteristic in the region of the stall point was not 
sufficiently well defined. To overcome this limitation, an "on
line" data acquisition system was used, which recorded the 
pressure rise and flow rate of the compressor at every revolution 
of the rotor. While sampling continuously, the motor-driven 
throttle valve was closed slowly until the compressor stalled. 
Using this method, it was possible to record continuous charac
teristics right up to the instant of stall. 

In the first experiment the stalling patterns and stage charac
teristics were measured for a range of IGV stagger angles while 
the downstream stators were held fixed at their design settings. 
The stagger of the IGVs was varied from - 2 0 to +20 deg in 
steps of 5 deg, relative to their design position. Figure 9 shows 
the pressure rise characteristics of stage 1 for each stagger set
ting of the IGVs. The operating points at which the compressor 
stalled are shown in this figure by circular symbols, an open 
symbol indicating that modal activity was present at stall onset 
and a closed symbol indicating that spikes appeared in an axi-
symmetric flow-field. Figure 10 shows the complementary char
acteristics of the group of stages 2, 3, and 4, plotted to a larger 
scale than Fig. 9 in order to distinguish the individual stall 
points. As expected, the stage 1 characteristics are displaced 
relative to each other because the inlet flow angle to this stage 
changed as the IGVs were restaggered. In contrast, the charac
teristics of stages 2 -4 follow a nearly unique curve because 
stators 2 -4 and the inlet flow angle to this group of stages 
(principally determined by the stagger of stator 1) were held 
fixed. Figures 9 and 10 show that for the design geometry (IGV 

stagger of 0 deg) modal oscillations were observed in some 
cases but not others. When the IGV stagger angles were lower 
than design (increased rotor 1 incidence) modes did not appear 
and spikes initiated at rotor 1 in an otherwise steady flow-
field. Conversely, for IGV stagger angles greater than design 
(decreased rotor 1 incidence) stall was always preceded by a 
clear first-order modal perturbation. 

Figure 11 shows enlarged regions of the stage 1 characteris
tics from Fig. 9, on which contours of rotor 1 tip incidence have 
been plotted. The method used to estimate rotor tip incidence for 
this purpose is described in Appendix 2. From these measure
ments we see that when the compressor stalled via a spike in 
a clean, non-modal flow-field, the rotor 1 incidence angles at 
stall were approximately constant. However, when stall was 
preceded by a modal oscillation, the average rotor 1 incidence 
angle at the stall point was no longer fixed but covered a range 
of more negative values. The decision to plot rotor tip incidence 
in this figure was influenced by the observation that it is at the 
tip of the rotor blades where stall cells initiate. 

Figure 12 shows regions near stall of the total-to-static pres
sure rise characteristics of the whole compressor as a function 
of IGV stagger angle. This figure shows that modes appeared 
prior to stall when the slope of the overall characteristic was 
zero. When modal oscillations were not present and stall cells 
grew via spikes from an axisymmetric flow-field, this occurred 
before the peak of the characteristic was reached, on the nega
tively sloped region of the characteristic. 
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To check on the generality of these observations, a second 
experiment was performed in which, rather than changing the 
flow conditions into the first stage, the geometry of the first 
stage was held fixed while the conditions in the downstream 
stages were varied. For this the stagger angles of the IGVs and 
stator 1 were held at their design settings, while the angles of 
stators 2, 3, and 4 were changed by equal amounts in steps of 
5 deg from - 2 0 to +20 deg relative to their datum positions. 
The pressure rise characteristics of stage 1 are shown in Fig. 
13, while the characteristics of the group of stages 2 -4 are 
shown in Fig. 14. The symbols marking the stall points on these 
characteristics show that when the stagger angles of stators 2 -
4 were increased relative to their design setting (increasing 
the negative slopes of their stage characteristics and thereby 
increasing the stability of stages 2 -4 relative to stage 1) modal 
oscillations did not occur before stall; instead spike stall cells 
were initiated at rotor 1. However, when the stagger angles of 
stators 2 -4 were decreased, stages 2 -4 became more highly 
loaded than stage 1 and stall was generally preceded by a modal 
oscillation. (For stagger changes of —5 and —10 deg, spikes 
sometimes initiated at rotor 4.) 

Figure 15 shows enlarged regions of the stage 1 characteris
tics overplotted with contours of rotor 1 incidence. Again it can 
be seen that spikes were initiated in rotor 1 at an approximately 
constant value of rotor incidence and that when modal behavior 
appeared before stall this occurred at lower values of average 

rotor 1 incidence. The value of rotor 1 incidence at which spikes 
were initiated (about 0 deg) is the same value at which spikes 
were initiated in the first experiment, as shown in Fig. 11. 
Figure 16 shows the total-to-static characteristics for the overall 
compressor near the stall points. Again modal oscillations ap
peared prior to stall when the slope of the overall pressure rise 
characteristic was zero or just positive. When the compressor 
stalled on a negatively sloped region of the characteristic, spike-
type stall cells were seen to grow from an axisymmetric flow-
field. 

Simple Model and Discussion 
The low-speed results described above lead to two important 

observations: 

1 When stall is preceded by modal oscillations, the slope 
of the overall compressor characteristic is zero or slightly posi
tive at the stall point. Alternatively, when stall initiates without 
a modal oscillation being present, this occurs on a negatively 
sloped region of the characteristic. 

2 When stall is initiated by spike stall cells in rotor 1, this 
occurs at a limiting value of rotor 1 incidence angle. When stall 
is preceded by modal oscillations, rotor 1 incidence angles at 
the stall point are below this limiting value. 

From these observations it is possible to propose a simple 
model to explain why, in some cases, stall is preceded by modal 
oscillations while in others stall cells grow from an initially 
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Fig. 17 Diagram illustrating the model 

axisymmetric flow-field. The same model explains why some 
compressors stall at the peak of the characteristic while others 
stall while the characteristic is still rising. Stated simply, if the 
peak of the overall characteristic is reached before the critical 
value of rotor incidence is exceeded, then modal oscillations 
will occur. If, on the other hand, the critical rotor incidence is 
exceeded before the peak of the overall characteristic is reached, 
then spikes will appear in the overloaded rotor before modal 
activity has had an opportunity to develop. Whichever of these 
two stability limits is reached first will determine the stalling 
pattern of the compressor. Figure 17 illustrates these ideas dia-
gramatically. 

The general validity of the model is confirmed by Fig. 18, 
which summarizes the results of tests at various other IGV and 
stator stagger settings. In these tests the stagger angles of stators 
2, 3, and 4 were not constrained to be the same, but were varied 
independently. The ordinate in Fig. 18 indicates the rotor 1 tip 
incidence, while the abscissa shows the gradient of the total-to-
static pressure rise characteristic at the stall points. Each test 
symbol indicates whether modal oscillations were observed prior 
to stall or whether spike-type stall cells grew from a previously 
axisymmetric flow-field. Of all the measurements taken, the only 
data to be excluded from Fig. 18 are the few cases where stall 
was initiated by a spike mechanism at a rotor other than rotor 1. 
The figure shows that the symbols are grouped according to 
whether or not modal oscillations appeared before stall. The data 
points corresponding to stall without modes (spike inception at 
rotor 1) lie around a line of constant rotor 1 incidence and at 
positions that indicate negative slopes of the characteristics at 
stall. In contrast, points corresponding to modal behavior lie close 
to a line of zero characteristic slope and at rotor incidences below 
the critical value at which spikes initiate. 

Single-Stage Experiments. In the experiments described 
above, which were conducted in a high hub-tip ratio compres
sor, the radial distribution of incidence was little affected by 
changes in stagger setting. There is of course no reason why 
the occurrence of critical incidence at the rotor tips could not 
be changed by changes in the twist of the blades or by changes 
in the radial distribution of the flow. This point has recently 
been demonstrated in a single-stage compressor where the ap
pearance of modes or spikes was influenced by artificially skew
ing the flow toward the casing or the hub. A small amount of 
additional wall blockage was introduced in the vicinity of the 
stator blades, which had the effect of slightly altering the radial 
distribution of the flow approaching the rotor. The results show 
modal activity accompanying a "turned over" characteristic 
when the flow was diverted to the casing (increased tip velocity 
and therefore reduced incidence), and clear spikes on a rising 
characteristic when the flow was diverted to the hub (reduced 
tip velocity and increased incidence). 

High-Speed Compressor Evidence. In a high-speed com
pressor the axial matching, and hence the rotor incidence, may 
be changed not only by adjusting variable blade rows but also 

by changing the shaft speed. If the compressor is well matched 
at the design speed, then at lower speeds the blading in the 
front stages will be subject to higher incidence than the rear 
stages while at higher speeds the blading in the rear stages will 
experience the highest incidence angles as stall is approached. 
According to the model discussed above, one would expect 
different stall inception mechanisms to occur at different speeds. 
Over a middle range of speeds where the compressor is well 
matched at the stall point (somewhat lower than the design 
speed if the design point is some distance from the stall line), 
stall will be preceded by modal oscillations of the flow-field. At 
lower speeds modes will not occur because spikes will initiate in 
the front stages, where the incidence angles are greatest. Like
wise at higher speeds we would expect spike-type stalling in 
the rear stages. 

Results from high-speed compressor tests conducted under 
the BRITE-EURAM Civil Core Compressor Project (Day et 
al., 1997) show that modal activity is indeed confined to the 
mid-speed range. Figure 19 shows a set of results from the 
MTU three-stage compressor studied in this project. At 60 per
cent speed the compressor stalls with spikes on the first rotor, 
while at 80 percent speed there is clear modal activity prior 
to stall. At higher speeds, spike-like behavior was sometimes 
observed, but owing to the very fast breakdown of the flow-
field, the precise initiation mechanism was difficult to classify. 
Measurements from other compressors in the European project 
also show a clear trend from spikes to modes as the speed of 
the compressor is increased from low to medium speeds of 
rotation. It is interesting to note that the Rolls-Royce Viper 
compressor tested in the same project yielded modal activity in 
only a very narrow speed range between 85 and 87 percent. It 
seems that this occurred because the Viper compressor is rela
tively long, having eight stages, and therefore it is rare that 
equal loading on all stages occurs without one stage experienc
ing higher incidences than the rest. 

Influence of Blade Design on Stalling Pattern 

As described above, spikes are associated with flow break
down at the rotor tips and so occur more readily in ' 'tip critical'' 
blading, such as the Cambridge compressor. For the case of 
blading that is not tip critical, it is thought that the increase in 
blockage and loss associated with hub corner separation leads 
to a ' 'turned over'' characteristic, which in turn promotes two-
dimensional modal behavior. Indeed, the blockage created by 
separation near the hub tends to divert the flow toward the outer 

T 
-1.0 -0.8 -0.6 -0.4 -0.2 -0.0 0.2 0.4 

Slope of Total-to-Static Pressure Rise Characteristic at the Stall Point 

Fig. 18 Stall inception results for many different compressor configura
tions 
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Fig. 19 Casing static pressure traces from the MTU three-stage compressor showing changes in the stall inception pattern with shaft speed 

casing, thereby reducing rotor tip incidence and suppressing 
spike formation (as found in the single-stage experiments de
scribed above). 

To go one step further, in a situation where the characteristic 
has turned over and modes have developed, the velocity deficit 
associated with the modes will, when large enough, precipitate 
flow breakdown and rotating stall. The actual breakdown pro
cess will include spikes if, at this stage, the tip is closest to 
stall, Fig. 3, or will take the form of a broad, slow-moving 
separation if the hub is the first to separate, as shown in Fig. 
2. (The formation of a broad stall cell originating from separated 
flow at the hub has been reported by McDougall et al., 1990.) 
This argument does not take into account the contribution of 
the stator rows to the overall flow and hence to the shape of 
the characteristic. It has, however, been shown above that corner 
separations in the stator row at the casing will promote rotor 
spikes, while separation at the hub will favor the formation of 
modes. 

The view presented here of the relationship between blade 
design and the stall inception pattern is simplistic and is open 
to a number of criticisms of detail, but it is consistent with most 
of our observations from low-speed single-stage and multistage 
testing. 

Conclusions 
This paper gives details of the short and long length-scale 

disturbances that precede stall in low and high-speed compres
sors. Using the variable geometry features of a four-stage low-
speed compressor, we have investigated the situations in which 
each type of disturbance occurs, and have formulated a descrip
tive model, which may be used to explain the type of stall 
inception in a given situation. The generality of this model is 
supported by results from a single-stage compressor and from 
multistage high-speed compressors. In detail, the work has 
shown that: 

1 Spike stall inception describes localized flow separation 
in one particular blade row of the compressor and occurs when 

a critical incidence is exceeded. This form of stall inception 
appears to be restricted to the tip region of rotor rows. 

2 Modes are a circumferential oscillation of the flow-field 
occurring at the peak of the total-to-static pressure rise charac
teristic. When present, a modal oscillation may give rise to local 
flow conditions in which the incidence onto a particular blade 
row exceeds the critical value, giving rise to spikes. Alterna
tively a modal oscillation may give rise to separations in a larger 
number of blade passages, leading to the formation of a broader, 
more slowly rotating stall cell. (This type of cell formation is 
thought to be attributed to flow separation near the hub.) The 
amplitude to which a modal oscillation will grow before stalling 
begins depends on how close any particular blade row in the 
compressor is to being critically overloaded. 

3 Modes and spikes may occur in the same compressor, 
sometimes simultaneously. The stability criteria for each are 
different: Long length-scale disturbances are related to a two-
dimensional instability of the whole compression system, while 
short length-scale disturbances indicate a three-dimensional 
breakdown of the flow-field associated with high rotor incidence 
angles. Tests show that the occurrence of each phenomenon 
can be influenced by the stage matching, which in turn may be 
altered by changing blade stagger angles or, in the case of a 
high-speed compressor, by changing the shaft speed. A change 
between modes and spikes in a single-stage compressor has also 
been demonstrated by changing the radial distribution of rotor 
incidence. 

4 A simple model has been proposed, based on the experi
mental results, which may be used to explain the occurrence of 
modes or spikes in a given situation. Stated simply, as the 
compressor flow rate is reduced, if the peak of the overall char
acteristic is reached before the critical value of rotor incidence 
is exceeded anywhere in the compressor, then modal oscillations 
will occur. However, if the critical rotor tip incidence is ex
ceeded before the peak of the overall characteristic is reached 
then spikes will appear in the overloaded rotor, initiating stall 
before modal activity has had an opportunity to develop. The 
model thus explains why some compressors stall at the peak of 
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the characteristic and why others stall while the characteristic 
is still rising. 
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A P P E N D I X 1 

Details of the Cambridge Four-Stage Compressor 

The multistage compressor used for the low-speed experi
ments described in this paper was the CI06 compressor at the 
Whittle Laboratory, Cambridge University. This compressor 
has four identical stages preceded by a lightly loaded row of 
inlet guide vanes. The stator vanes in this compressor are canti-
levered. The hub/casing radius ratio is 0.75 and the speed of 
rotation is 3000 rpm, giving a maximum Reynolds number of 
2 X 105, based on rotor chord. Details of the blading are given 
in Table 1. The inlet guide vanes and each row of stators are 
fitted with a variable stagger mechanism, similar to that used 

Table 1 Details of the C106 compressor 

IGV Rotor Stator 

No. of Aerofoils 60 58 60 

Mid-Height Chord (mm) 36.0 35.6 36.2 

Mid-Height Stagger (deg) 6.5 -44.4 23.1 

Mid-Height Camber (deg) -17.3 17.8 37.6 

Mid-Height Solidity 1.55 1.47 1.55 

Aspect Ratio 1.76 1.78 1.75 

Tip Clearance (% chord) 1.0 1.0 1.0 

Axial Gap (% chord) 42 46 45 

Reynolds Number 1.04 x10 s 2.00 x 105 1.46 x10 s 

Va/Umid 0.52 

Aho / Umid2 0.40 

Reaction (%) 68 

Static Pressure Rise Coef. 0.70 

Rotor Tip Mach Number 0.23 

in high-speed compressors, which allows these blade rows to be 
easily restaggered. Further details are given by Camp (1995). 

A P P E N D I X 2 

The Calculation of Critical Rotor Incidence 
To estimate the values of rotor incidence, contour plotted in 

Figs. 11 and 15, it was assumed that the IGV deviation angle 
was constant at its design value and that the axial velocity at 
the rotor tip was equal to the area-mean axial velocity, calcu
lated over the whole annulus. The increase in rotor incidence 
due to the casing boundary layer was therefore not accounted 
for, and thus the incidence values given in these figures underes
timate the true rotor tip incidence, but by a relatively constant 
amount. To check that the restaggering of the IGVs did not 
cause significant changes to the casing boundary layer or to the 
IGV deviation, area traverses of a hot-wire probe were per
formed at the IGV exit plane at operating points near stall for 
each stagger setting. It was found that the IGV stagger angle 
had little effect on the thin casing boundary layer at this com
pressor inlet plane and that the axial velocity profiles remained 
flat outside the boundary layers. The assumption of a constant 
IGV deviation angle was also confirmed by the measurements. 
In summary, the IGV restaggering produced clean changes to 
the rotor 1 incidence without significant changes to the inlet 
boundary layers or to the radial distribution of the flow. 

In this description of results and in the proposed model, the 
initiation of stall cells in a previously axisymmetric flow-field 
(spike stall inception) was linked to a critical value of blade 
incidence being exceeded. The question arises as to whether 
blade incidence angle is the most appropriate parameter with 
which to predict the formation of stall cells. It is unlikely, for 
example, that the critical value of incidence would be the same 
for all profile types and all values of camber, space-chord ratio, 
etc. The formation of stall cells implies separation of the flow 
from the blade surfaces, endwall or (perhaps more likely) a 
corner. Therefore it might be thought that a loading parameter, 
such as diffusion factor, would correlate better with spike for
mation. It was found, however, that when Fig. 18 was replotted 
using rotor diffusion factor instead of incidence, the collapse 
of the datapoints was not as good. Further work is required to 
clarify which particular measure of blade or endwall loading is 
the most appropriate guide to spike stall inception. 
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The Turbulence That Matters 
A unified expression for the spectrum of turbulence is developed by asymptotically 
matching known expressions for small and large wave numbers, and a formula for 
the one-dimensional spectral function, which depends on the turbulence Reynolds 
number Re^ is provided. In addition, formulas relating all the length scales of turbu
lence are provided. These relations also depend on Reynolds number. The effects of 
free-stream turbulence on laminar heat transfer and pretransitional flow in gas tur
bines are re-examined in light of these new expressions using our recent thoughts 
on an ' 'effective'' frequency of turbulence and an ' 'effective'' turbulence level. The 
results of this are that the frequency most effective for laminar heat transfer is about 
1.3 U/2%Le, where U is the free-stream velocity and Le is the length scale of the 
eddies containing the most turbulent energy, and the most effective frequency for 
producing pretransitional boundary layer fluctuations is about 0.3 U/2-KT], where r\ 
is Kolmogorov 's length scale. In addition, the role of turbulence Reynolds number 
on stagnation heat transfer and transition is discussed, and new expressions to ac
count for its effect are provided. 

Introduction 
The aerodynamic performance of a gas turbine and the heat 

load to its "hot" surfaces are primarily determined by the free-
stream pressure gradients and turbulence, as well as by the 
machine's pressure ratio and turbine inlet temperature. In gen
eral, the effects of the latter two are easily taken into account, 
while those of free-stream pressure gradients are well under
stood and can be calculated. The effects of free-stream turbu
lence, on the other hand, are now just beginning to be under
stood. 

Two of its effects are clearly seen in Fig. 1, where the Nusselt 
number distributions around a typical fore-loaded airfoil for 
several free-stream turbulence levels are presented (Schulz, 
1986). At the leading edge where the highest Nusselt numbers 
are found, and on the pressure surface (x/c < 0) where the 
highly accelerated boundary layer remains laminar, the main 
effect of turbulence is to cause a large increase in laminar heat 
transfer. On the suction surface (x/c > 0) where a laminar-to-
turbulent transition occurs, the main effect is to cause an earlier 
onset of transition with its subsequent increase in turbulent heat 
transfer. Although these are not the only effects of free-stream 
turbulence in gas turbines, they are important effects and the 
only two we will presently consider. 

We have examined these effects previously (Dullenkopf and 
Mayle, 1995; Mayle and Schulz, 1997). In our 1995 paper, we 
focused our attention on how free-stream turbulence affects 
laminar heat transfer, and developed the concepts of an "effec
tive" frequency2 and an "effective" turbulence level. In the 
1997 paper, we developed a laminar-kinetic-energy equation to 
calculate the effects of free-stream turbulence on pretransitional 
laminar flow, and used the effective frequency-and-turbulence-
level concepts to obtain the growth of laminar fluctuations in 
this flow. In both papers it is shown that the effects of free-
stream turbulence are intimately connected to its spectral distri-

1 Professor Emeritus of Mechanical Engineering, Rensselaer Polytechnic Insti
tute, Troy, NY, USA. 

2 Depending on outlook, one may also substitute either the words ' 'effective 
wave number" or "effective length scale" here. 
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bution, and not just its integrated level, or its level and integrated 
length scale, etc., but its full spectrum. In fact, we also showed 
that the effects of free-stream turbulence depend on the bound
ary layer thickness as well. 

The present paper is our third in this series. Our intent is to 
examine the role of free-stream turbulence more closely and to 
present a more coherent picture of its effects than we did before. 
To accomplish this, we obtain a unified expression for the one-
dimensional spectrum of turbulence, which properly accounts 
for all the scales of turbulence, or in other words, the effect of 
turbulence Reynolds number. 

The paper is divided into several parts. In the first part, we 
briefly review the effects of free-stream turbulence on stagna
tion-like heat transfer and pretransitional nonaccelerating lami
nar flow and discuss the turbulence that matters for each. In the 
second part, we develop the unified spectral distribution for 
turbulence and obtain formulas that can be used to predict the 
effects of free-stream turbulence on heat transfer and transition. 
Finally, in the last part of the paper, the important role of 
turbulence Reynolds number is discussed. 

Effects of Free-Stream Turbulence 

Effect on Heat Transfer. As it turns out (see Mayle and 
Schulz, 1997), a practical method of treating laminar boundary 
layers in turbulent free streams is proposed by Lin (1957). 
Decomposing the velocities and pressure into time-averaged 
and time-dependent components, he obtained a set of equations 
very similar to Reynolds' equations for turbulent flow (Schlicht-
ing, 1979). The difference between these two sets of equations 
is the way in which the pressure fluctuations are handled. For 
laminar boundary layers in a turbulent free stream, the free-
stream pressure fluctuations, as well as the mean pressure, are 
impressed on the flow in the boundary layer, while for turbulent 
flow they are not. 

Following Lin's unsteady-laminar-flow analysis, the time-
averaged energy equation for laminar boundary layers in turbu
lent free streams is 

_dT _dT d2T 
u hu — = a — -

ox dy dy 

d_ 

dy 
i-v'T') 

which is, not surprisingly, identical to that for turbulent flow. 
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Fig. 1 Effect of free-stream turbulence level on airfoil heat transfer 

According to the usual notation, the overbars refer to time-
averaged quantities, u and v are the velocity components in the 
streamwise and wall-normal directions, x and y, respectively, 
T is the temperature, and a is the thermal diffusivity. In this 
case, however, the quantity —v'T' is a heat flux caused by the 
laminar fluctuations in the boundary layer arising from the tur
bulence in the free stream. 

For stagnation flow, Smith and Kuethe (1966) modeled this 
heat flux by considering the heat flux turbulent and using an 
eddy diffusivity proportional to the product of the free-stream 
turbulence intensity and the distance away from the wall. As a 
result, they predicted a linear increase in heat transfer with 
increasing free-stream turbulence level Tu, where Tu = 
Ju^lU, and W1 is the intensity of the free-stream velocity 
fluctuation in the direction of the mean velocity t/. It is easy 
to show that the same result would be obtained if the heat flux 
was considered to be caused by laminar fluctuations. It wasn't 
until recently, however, after replacing Tu with an effective 
free-stream turbulence level TuM, that their predicted behavior 
was shown to correlate most of the data, including airfoil data 
and those for very high turbulence levels (Dullenkopf and 
Mayle, 1995). (For a consistent analysis of all the data, see 
Dullenkopf and Mayle, 1994.) The idea of introducing an effec
tive turbulence level was based on the fact that only the turbu
lence within a small band of frequencies can really affect the 
boundary layer since any turbulence at higher frequencies will 
be viscously damped, while that at lower frequencies will appear 
quasi-steady and have no time-averaged effect. 

G L 
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Fig. 2 Spectrum function related to the effective turbulence for heat 
transfer in a laminar boundary layer 

Considering this last point in more detail, if Ex(n) is the 
one-dimensional spectral density of turbulence where n is the 
frequency,3 and ns is a representative frequency of the band 
most affecting the boundary layer, two of us showed (Dullen
kopf and Mayle, 1995) that the effective free-stream turbulence 
level is given4 by Tueff = \u'JsIU <*• V«s£i(«s)/t/. The propor
tionality factor, which depends directly on the square root of 
the bandwidth-to-frequency ratio, was supposed constant. In 
terms of the wave number fci = 2irn/U, and remembering that 
Et(n) = 2nEi(ki)/U (Hinze, 1975), the ratio of effective to 
integrated turbulence level Tu becomes 

Tue(f 

Tu 

kuEi(ku) 
(1) 

where kts = 2irne/U is the representative wave number of the 
effective wave number range. The "best" value for kiS, which 
was obtained by correlating stagnation heat transfer results 
(Dullenkopf and Mayle, 1995), is given by k[6 » 0.11/6. 

3 For readers referring to our previous papers, the following changes in nomen
clature have been made: (D&M)—the circular frequency / -» n, the integral 
length scale / -» A; (M&S) —the circular instead of the angular frequency w is 
used. 

4 Many of the results from our first two papers require some manipulation to 
obtain those stated in this paper. For the sake of brevity, the details have been 
omitted. The following result is an example. It is obtained by comparing the first 
three equations in the section titled "A Simple Model" from D&M (1995). 

N o m e n c l a t u r e 

E{k) = three-dimensional spectral den
sity, m3/s2 

E\{k\) = one-dimensional spectral den
sity, m3/s2 

k = kinetic energy of the laminar 
fluctuations, m2/s2; three-di
mensional wave number, m"1 

kx = one-dimensional wave number, 
m-1 

kd = wave number of energy dissi
pating eddies, m~' 

ke = wave number of energy con
taining eddies, m"' 

Le = length scale of the energy con
taining eddies, m 

n = circular frequency, Hz 

q = time-averaged component of q 
q' = fluctuating component of q, q'2 

= 0 
yep1* - root-mean-square of q' 

Re = Reynolds number 
Re. = turbulence Reynolds number = 

T = temperature, °C 
Tu = free-stream turbulence level = 

u = velocity component in the x direc
tion, m/s 

U = free-stream velocity, m/s 
v = velocity component in the y direc

tion, m/s 

x = coordinate in the free-stream direc
tion, m 

y = coordinate normal to the surface, m 
a = thermal diffusivity, m2/s; Kolmo-

gorov's constant 
6 = boundary layer thickness, m 
e = dissipation of kinetic energy, m2/s3 

77 = Kolmogorov's length scale, m 
\ = viscous dissipation length scale, m 
A = integral length scale of turbulence, 

m 
v = kinematic viscosity, m2/s 
p = density, kg/m3 

v = Kolmogorov's velocity scale, m/s 
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The spectral function on the right-hand-side of Eq. (1) is 
sketched in Fig. 2. The wave number ke is that associated with 
the energy-containing eddies, hence the maximum near unity, 
or more exactly, as will be shown, at kimm/ke » 1.3. For large 
turbulence Reynolds numbers ke « 0.75A"1, where A is the 
integral length scale of turbulence. As an example, the effective 
turbulence level corresponding to a wave number ratio kis/ke 

«s 0.15A/6 with A/6 « 50 is also shown. For larger values, 
corresponding to larger integral length scales or smaller bound
ary layer thicknesses, Tuefs decreases; for smaller values, Tueff 

increases until the maximum effective turbulence level is ob
tained at A/<5 s» (klmm/ke)/0.l5 *» 9, and then decreases. This 
is the effect of turbulence length scale on heat transfer we 
previously described in 1995 (Dullenkopf and Mayle). It is 
also the effect described much earlier by Yardi and Sukhatme 
(1978) who measured the effects of turbulence level and length 
scale on stagnation heat transfer and found a maximum effect 
when A/5 « 10. Therefore, the turbulence that matters for 
laminar heat transfer depends not on the measured (integrated) 
turbulence level, but on the turbulence level corresponding to 
a band of wave numbers around a wave number selected by the 
boundary layer, and the maximum effect is obtained for wave 
numbers in the energy containing range. 

Effect on Transition. Transition in a laminar boundary 
layer begins at the first position along the surface where isolated 
spots of turbulence (Emmons, 1951) are formed, and as we 
recently showed (Mayle and Schulz, 1997), the main effect of 
free-stream turbulence is to generate and amplify the laminar 
fluctuations in the boundary layer upstream of this position. 
Where these fluctuations attain a critical value, turbulent spots 
form and transition begins. 

As we showed, the appropriate kinetic energy equation for 
these pretransitional laminar fluctuations, called the laminar ki
netic energy (LKE) equation, is 

_dk _dk 
u — + v — 

ox ay 

du}s 

dt 
+ v • 

d^k 

8y2 

where k is the kinetic energy (not to be confused with the wave 
number), and v is the kinematic viscosity. The terms on the 
right correspond respectively to the production, diffusion, and 
dissipation of laminar kinetic energy. The production term, 
shown as the time average of the product of the velocity fluctua
tions in the boundary layer and the temporal derivative of those 
in the free stream, is new and arises from taking the average 
of u'(dp'Idx). Physically, it represents the work done on the 
fluctuations by the imposed fluctuating pressure forces. Since 
this term contains u'fs, it provides a direct link between the free-
stream turbulence and the fluctuations in the boundary layer. 
Therefore, these fluctuations are forced and do not arise from 
any natural instability in the flow. 

From dimensional considerations it is easy to see that this 
term must be proportional to the product of 4k, which is propor
tional to iuT2', an effective free-stream turbulence intensity 
Vw f̂, as discussed above, and an effective frequency «eff. 

Hence, the production term becomes proportional to neff iu^._ 
^Ik, of which only the quantity ne!{ 4u^( reflects the effects of 
free-stream turbulence. In our last paper (Mayle and Schulz, 
1997), this quantity was identified as CW(U21v)4uj2 where Cu 

is a dimensionless production rate. Replacing ne(! with an effec
tive wave number and introducing the spectral density Ei{kx), 
using VwJ = TuefiU and Eq. (1) , one obtains 

C « . 
&ieffZ-' kief[Ei(kief[) 

U 
(2) 

Ufs 

Since the diffusion and dissipation of laminar kinetic energy 
are initially small, it is easy to show from the LKE equation, 

0.8 

0.6 " 

ur 0.4 

0.2 

- •* -°ffl - y \ 

/ k1eff/kd \ 

4 - 3 - 2 - 1 0 1 

Fig. 3 Spectrum function related to the production of laminar kinetic 
energy in a laminar boundary layer 

with a production term equal to CW(U2 / v)4u}2 4k, that 4k in
creases in proportion to Cu. Therefore, the maximum growth 
of laminar fluctuations in the boundary layer, leading to the 
earliest onset of transition, occurs for the value of kief! that 
maximizes Cw for a given free-stream turbulence level. The 
appropriate value of Cu must then be given by 

C„oc hv kiEi(ki) 
(3) 

The spectral function on the right-hand-side of Eq. (3) is 
plotted in Fig. 3 against k,/kd, where kd is the wave number 
associated with the eddies providing the largest contribution to 
the dissipation of turbulence. As will be shown, the maximum 
occurs at kjkd » 0.3. This provides kWK » 0.3 kd, which is 
nearly the same result we obtained previously using a slightly 
different approach (Mayle and Schulz, 1997). Therefore, the 
turbulence that matters for pretransitional laminar flow depends 
not on the measured turbulence level, but on the turbulence 
level corresponding to a band of wave numbers near the dissipa-
tive range. 

The Important Wave Number Ranges. To highlight the 
important ranges of wave numbers involved, the two previous 
figures are combined in Fig. 4 using a common abscissa. As 

0.8 

0.6 

0.4 

0.2 -

- 2 - 1 0 1 2 3 

log(*i/fc) 

Fig. 4 The different wave number ranges for the effects of turbulence 
on a laminar boundary layer 
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seen in this figure, the effective wave number for pretransitional 
flow is more than one order of magnitude larger than the wave 
number that provides the maximum effect on laminar heat trans
fer. This magnitude, which depends on the turbulence Reynolds 
number, reflects the well-known difference in wave numbers 
for the energy-containing eddies and those most responsible for 
dissipation. Using the values previously cited, their ratio be
comes fcieff/fcimax = 0.25 kdlke. For larger Reynolds numbers, 
the ratio increases. 

The curves in this figure have been drawn for a turbulence 
Reynolds number Rex of about 100, where Rex = VwJ| \lv and 
X. is Taylor's microscale of turbulence. Typical values for gas 
turbine engines are about 100 and above, which may be called 
moderate, with the smaller values found in the airfoils' wakes. 
These values can easily be attained in experiments using jet-
grid-generated turbulence (Thole, 1992). Typical values in ex
periments with bar-grid-generated turbulence are about 50, 
which is low for gas turbine application. Large Reynolds num
bers as referred to in the literature on turbulence correspond 
roughly to values > 2000. 

A present difficulty, however, is that there is no easy way to 
account for the effects of turbulence Reynolds number on the 
spectrum of turbulence. In the following we attempt to provide 
one. 

A Unified Spectrum of Turbulence 

If an inertial subrange exists, where according to Kolmogorov 
the spectral density varies inversely as the wave number raised 
to the five-thirds power, it is possible to match von Karman's 
(1948) interpolation formula for small wave numbers with 
Pao's (1965) theoretical expression for large wave numbers to 
provide a unified three-dimensional energy spectrum for iso
tropic turbulence. The formula given by von Karman is 

10 

E(k) 6E(ke) 
(k/ke)

4 

[1 + {klk„)2}1 ( 4 ) 

where k is the wave number (actually, the radius vector) in 
three-dimensional wave number space, and E(ke) is a function 
yet to be determined but which for very large turbulence Reyn
olds numbers is equal to 0.2 u'2/ke.

5 For k < ke, E(k) « fc4, 
which matches the behavior for very small wave numbers, while 
for k > ke, E(k) « 2iV6E(ke)(k/ke)'

5'\ which matches Kol
mogorov's result for the inertial subrange. 

For large wave numbers where viscous dissipation is im
portant, the spectrum as determined by Pao is 

• E(k) = a(ev5)m(Uk<ly
5n exp(-lra(k/kd)

4") (5) 

where a = 1.7 is Kolmogorov's constant,6 and e is the rate of 
dissipation of turbulent kinetic energy. Originally taken as unity 
by Pao, the quantity r is introduced here to account for the 
effect of viscosity on the transfer of turbulent energy from one 
eddy to another and is, therefore, a function of Reynolds num
ber. Since the dissipation of turbulent energy is given by 

= 2v I k2E(k)dk 
Jo 

(6) 

the wave number kd corresponds roughly to that where k E(k) 
is maximum. It is also defined as kd = Mr] where r] = 
(^3 /e)1 / 4 is Kolmogorov's length scale. For k < kd, Eq. (5) 
becomes E(k) » a(ev5)lM(k/kd)~

5n, which again corresponds 
to the behavior for the inertial subrange. 

5 Since free-stream turbulence is only being considered. in this section, the 
subscript "fs" on u' has been dropped. 

6 An average value for a large variety of flows as obtained by Sreenivasan 
(1995) is a = 1.62 ± 0.17. The value of 1.7 is that found by Pao (1965). 

g 
LU 

10 

Kolmogorov, 
E ( A ) = O E 2 / 3 / C - 6 / 3 

Inertial 
Subrange 

k=ke =0.002 /tj 

Eq. (7) 

k=ka 
1 

1 •4 -3 -2 -1 0 

\og(k/ka) 

Fig. 5 A unified three-dimensional energy spectrum of turbulence {a = 1.7) 

Supposing that an inertial subrange exists, say between k* 
and k**, Eqs. (4) and (5) must overlap when ke < k* < k** 
< kd. Comparing Eqs. (4) and (5) in this region provides 
2"l6E(ke) = a(ev5ylA (kd/ke)

5'\ Neglecting the error of Eq. 
(4) at k* and that of Eq. (5) at k**, which tacitly implies 
large turbulence Reynolds numbers, Eqs. (4) and (5) may be 
combined into one unified expression for all wave numbers, 
namely 

E(k) = a(ev5)U4(kd/ke)
5 

(k/keyexp[-ira(Ukd)
w] 

i 

[\+(k/ke)
2]11'6 ( 7 ) 

This expression is plotted in Fig. 5 for ke/kd = 0.002 (corre
sponding to Re,i s» 450). In addition, Kolmogorov's relation and 
inertial subrange are shown. For kjkd > 0.01, corresponding to 
Rex < 100, the curve begins to fall below Kolmogorov's relation 
and less, if any, of it can be said to exhibit an inertial subrange. 
In spite of this, and remembering that Eq. (7) remains com
pletely valid when an inertial subrange does exist, we propose 
that it may also be an appropriate interpolation formula when 
a subrange does not exist. Of course, this remains to be seen. 

Using Eq. (7) for E(k), the one-dimensional energy spec
trum of turbulence can be obtained from 

£ i ( * i ) -JI^O kj 
k2 

dk (8) 

In addition, the dissipation can be obtained from Eq. (6) , and 
the integrated mean-square velocity and the integral length scale 
can be obtained from 

f Et(ki)dki and A 
2M' 2 Jo 

E(k) 
dk, (9) 

respectively. Once e and u'2 have been evaluated, the relation 
between the dissipation and the work done by the energy-con
taining eddies, namely, e = A{u'2Yl2ke, may be evaluated to 
determine A = flic (Rcx). The results of these calculations are 
given in the appendix where tables of the various integrals and 
turbulence parameters are presented for Rex = 26 to 4980. The 
one-dimensional spectrum, however, was calculated only for 
Rex = 34, 106, and 238. 
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Fig. 6 One-dimensional energy spectrum using the dissipative scales Fig. 8 One-dimensional energy spectrum using the integral scales of 
of turbulence turbulence 

The results for E\ (ki) normalized using the dissipative scales 
of turbulence are plotted in Fig. 6. Pao's result for infinitely 
large Reynolds numbers is also shown. In this format, the Reyn
olds number independence of the energy-dissipating eddies 
(large k\) is clearly seen. In addition, the increasing amount of 
energy contained in the large eddies ( small ki) with increasing 
Reynolds number is also seen. The energy density of the large 
eddies can be calculated,7 and is shown in Fig. 7 together with 
data from experiments on grid turbulence and boundary layers 
compiled by Chapman (1979). The agreement is good even for 
small Re,, and suggests that the proposed expression for E(k) 
may be useful even when an inertial subrange does not exist. 

Plots of Ei(ki) normalized using the integral scales of turbu
lence are presented in Fig. 8. In this format, the viscous effect 
on the energy-dissipating eddies is easily seen. The result 
for infinitely large Reynolds numbers is due to von 
Karman, namely, 27rE1(fc))/w'2A = 4[1 + {k\lke)

2]~5/6, which 

7 Noting that the integral for E,(k,) with kx = 0 is identical to the integral for 
A (see Eqs. (8) and (9)), the energy density for these eddies as a function of 
Rex can be determined from values found in Tables Al and A2 of the appendix. 

'S, 

o 

• 
• 

Grid turbulence 
Boundary layer 

1 
1 

1 

• • • - > 

X 
Present 

Calculations 

log(fleA) 

Fig. 7 Calculated values of the energy density at k, = 0 compared with 
experimental results 

is obtained by integrating Eq. (4). According to this expression, 
it is natural to use A rather than \lke as the length scale for the 
ordinate and 1 lke for the abscissa. For large Reynolds numbers, 
A and \lke may be freely interchanged as commonly done since 
kke <=» 0.74, a constant. For lower Reynolds numbers, however, 
the product varies8 approximately as 0.74 (1 + 90/Re,)2 '9, 
which produces an increasing rightward shift in the curves of 
Fig. 8 if Aki rather than kt/ke is used for the abscissa. This shift 
actually produces an overlapping of spectral curves for different 
Rex near kjke = 1, which is commonly found in data plotted 
this way and worthy to note. 

Spectral Function Formulas. Formulas for the spectral 
function and various other useful relations were obtained by 
curve fits to the calculated results in the appendix. As mentioned 
above, the relation between A and ke is approximately given by 

hke = 0.74(1 + 90/Rex)2 (10) 

The relations between all the other length scales depend on A. 
Using the results in Table A2 of the appendix, a good approxi
mation for A is given by 

A = 0.80(1 + 24/ReJ ( I D 

Then the relation between the energy-containing and energy-
dissipating eddy scales becomes 

^ = 1 5 " 
Ke 

4A Re3
x'

2 = 0.105(1 + 24/ReO Re, /2 (12) 

Pao's result for large Rex (shown in Fig. 6) is given with 
good accuracy up to the third moment with respect to kt by 

£ i ( * i ) 

(zv5) 55 1/4 = 77 a(*4/fe)-5/3 exp 
14 

- -Wkd) 

(large Re,) (13) 

As noted before, von Karman's one-dimensional spectral distri
bution is given by 

8 Obtained by a curve fit to the calculated results in Tables Al and A2. 

406 / Vol. 120, JULY 1998 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



6 

CM, 

8* 

Large Rex 

von Karman) 

Re^72 
Comte-Bellot 

& Corrsin 

- 1 0 1 2 3 

log( *, /* .) 

Fig. 9 Calculated and experimental one-dimensional energy spectrums 
of turbulence 

2-KEx{k,) 

[i + (kt/ke)
2r 

; (large Re,) (14) 

An expression for the complete range of Reynolds numbers, 
which is also good up to the third moment of accuracy, is 

Edki) 18 
55 

r(kd/ke)
5 

(« / 5 ) ' 
1 + r(kjke)

5'3 exp [T (kjkd) 

(15) 

where a good approximation for r (obtained by fitting the results 
in Tables Al and A2 of the appendix) is 

r = 1 - 15 Re;:3'2 

An equivalent expression for Ei(ki) is 

27rE,(fc1) 4 

w'2A 
1 + r{kjk,)5n exp 

14 
— (Klkd) 

(16) 

(17) 
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Fig. 10 Effect of Reynolds number on the effective turbulence for heat 
transfer in a laminar boundary layer 

the spectral distribution given by Eq. (17) instead of von Kar
man's Eq. (6)9 of that paper should be replaced with 

Tu 
= 1.29 A„(Afce) 

1 + O.OlrAr exp[0.29Aa(/ke/Jkrf)] 
(18) 

where A„ = A v), and a — dllldx is the free-stream strain 
rate. 

The effect of Reynolds number on Cu is shown in Fig. 11. 
Clearly, the value of Cu is greatly affected by Rek, which under
lines the importance of the free-stream turbulence Reynolds 
number on the production of LKE in pretransitional flow and, 
consequently, on the onset of transition. 

Using Eq. (13), it is easy to show that the maxima occur at 
k\atlkd = 0.3. Substituting this value into Eq. (2) together with 
kd = (e/ j /3)"4 yields Cw « {ev)u2iujuj2. By using the various 
relations between turbulence length and velocity scales 
(Hinze), many different expressions may be obtained for Cu. 
The simplest is Cw « ulU\, which is also easy to evaluate from 
turbulence decay measurements since d(h\ Tu)ldRsx = -5(vl 
UK)2. Evaluating the constant of proportionality using the infor
mation presented in Tables 1 and 2 of our previous paper 
(Mayle and Schulz, 1997), we find 

' Note that the left-hand side of this equation is equal to TucKITu. 

Since r approaches unity for large Re^, it is readily seen that 
these expressions reduce to Eqs. (13) and (14) for both small 
and large wave numbers in the limit of large Reynolds number. 

A comparison of Eq. (17) with data for bar-grid-generated 
isotropic turbulence is shown in Fig. 9. To make the compari
son, Eqs. (10), (12), and (16) were also used. The agreement 
is seen to be very good. 

The Role of Turbulence Reynolds N u m b e r 

The effect of Reynolds number on Tuefs/Tu is shown in Fig. 
10 where its spectral functions for Re^ = 34, 106, and 238 are 
plotted. The curve for Rex = 106 was already used in Fig. 2. 
As previously mentioned, it corresponds to the lower limit for 
gas turbine engines and the higher limit found in most bar-grid-
generated turbulence experiments. 

Clearly, the effect of Re^ is less pronounced for higher values, 
where viscous effects are less important, than for the lower. 
Therefore, once Re^ is larger than about 200, the results we 
previously presented (Dullenkopf and Mayle, 1995), which 
were based on von Karman's distribution, may be used. Using 
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Fig. 11 Effect of Reynolds number on the production of laminar kinetic 
energy in a laminar boundary layer 
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C„ = 0.27 
U\ 

(19) 

In our previous paper, we had obtained Cu = 0.07 (v/U)2li(v/ 
£/A)1/3 where v = (ev)1M is Kolmogorov's velocity scale. After 
some rearrangement, this becomes Cw = 0.30 vlU\, which is 
nearly the same as that above. Presently, however, we suggest 
that Eq. (19) be used for the coefficient of the production term 
in the LKE equation (see subsection above titled "Effect on 
Transition"). This leads to a new form for the LKE equation: 

dk dk n nn, 
u— + v — = 0.085 

dx dy 
'e-ufke-^ + vft (20) 

where y + = yuju, e = Ivkly2 (see Eq. (6) , Mayle and Schulz, 
1997), and ur is the shear velocity. 

Conclusions 
In this paper, the third in our series concerned with the effects 

of free-stream turbulence in turbomachines, we have concen
trated on the turbulence itself and developed a unified expres
sion for the turbulence spectrum, which can be used, together 
with the results of our two previous papers, to explain the effects 
of turbulence on laminar heat transfer and transition from lami
nar to turbulent flow. The main result of all three papers is that 
the effects of turbulence can only be explained when the full 
spectrum of turbulence is known such that the relevant ' 'effec
tive" turbulence levels and frequencies can be determined. 

For the complex flows found in turbomachinery, however, 
this requirement appears almost impossible to satisfy. But from 
an engineering standpoint, the results of this paper provide a 
good idea of the turbulence that matters for both laminar heat 
transfer and transition, and indicate that perhaps the only other 
quantity needed besides the free-stream turbulence level, if the 
spectral distribution developed in this paper is accepted, is the 
turbulence Reynolds number Rex (or a Reynolds number based 
on another turbulence length scale). This conclusion is obtained 
from the observation that all length scales are related through 
Rex, and if both Tu and Re^ are known, then \ and all the length 
scales are known. Of course, the spectral distribution presented 
in this paper may not apply, but so far we have nothing else. 

For the gas turbine designer, the integral length scale of turbu
lence A, rather than the microscale \ , is easier to estimate. In 
a free stream unaffected by wakes, A will be of the same order 
as the gap in the upstream airfoil row. In the wakes, A will be 
of the same order as the upstream airfoil's trailing edge. From 
these estimates, a reasonable range of turbulence Reynolds num
bers can be obtained and used, together with the results pre
sented in this paper, to project the effects of free-stream turbu
lence on both heat transfer and aerodynamic performance. 
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A P P E N D I X 
With the three-dimensional energy spectral density for iso

tropic turbulence given as 

(k/ke)
4 exp 

E(k) = a{evy\kjkef 

- ± ra(k/kdy
n 

[1 + (k/ke)
2 

Eqs. (6), (8), and (9) in the text may be expressed, respec
tively, as 

Table A1 Turbulence spectrum integrals 

b ', 'A A £ 
r Akjirt. 

3.0E-2 4.45E+1 2.93E-2 1.30E-2 0.890 0.1671 

2.0E-2 6.91 E+1 2.05E-2 8.70E-3 0.921 0.1587 

7.5E-3 1.94E+2 8.48E-3 3.25E-3 0.970 0.1438 

3.4E-3 4.34E+2 4.09E-3 1.48E-3 0.984 0.1359 

2.0E-3 7.43E+2 2.47E-3 8.71E-4 0.991 0.1320 

8.0E-4 1.87E+3 1.03E-3 3.49E-4 0.996 0.1272 

5.0E-4 2.99E+3 6.52E-4 2.18E-4 0.998 0.1256 

1.0E-4 1.50E+4 1.34E-4 4.36E-5 0.999 0.1219 

3.0E-5 5.00E+4 4.07E-5 1.31E-5 1.000 0.1205 

Table A2 Turbulence parameters (a = 1.7) 

b *A. A *•* (AAk.r 

3.0E-2 26 1.58 25 0.60 

2.0E-2 36 1.39 34 0.72 

7.5E-3 77 1.11 66 1.00 

3.4E-3 142 0.992 106 1.18 

2.0E-3 212 0.941 143 1.28 

8.0E-4 423 0.882 237 1.42 

5.0E-4 602 0.861 305 1.47 

1.0E-4 2020 0.821 705 1.59 

3.0E-5 4980 0.807 1300 1.64 
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Table A3 One-dimensional energy spectrum 

ReA = 34 fle,= = 106 Re,-. = 238 

*A 'A «VA 'A "'A >A *'A 
0.0251 8.69E-3 3.99 1.48E-3 4.00 3.49E-4 4.00 

0.0398 8.68E-3 3.99 1.48E-3 3.99 3.48E-4 4.00 

0.0631 8.66E-3 3.98 1.48E-3 3.99 3.48E-4 3.99 

0.100 8.62E-3 3.96 1.47E-3 3.97 3.46E-4 3.97 

0.158 8.50E-3 3.91 1.45E-3 3.92 3.42E-4 3.92 

0.251 8.23E-3 3.78 1.41E-3 3.80 3.31 E-4 3.80 

0.398 7.62E-3 3.50 1.31E-3 3.53 3.08E-4 3.54 

0.631 6.43E-3 2.96 1.12E-3 3.01 2.63E-4 3.02 

1.00 4.65E-3 2.14 8.23E-4 2.22 1.95E-4 2.24 

1.58 2.75E-3 1.27 5.08E-4 1.37 1.22E-4 1.40 

2.51 1.35E-3 6.23E-1 2.70E-4 7.28E-1 6.56E-5 7.53E-1 

3.98 5.70E-4 2.62E-1 1.29E-4 3.48E-1 3.23E-5 3.71 E-1 

6.31 2.07E-4 9.52E-2 5.76E-5 1.56E-1 1.51 E-5 1.74E-1 

10.0 6.21E-5 2.86E-2 2.42E-5 6.53E-2 6.88E-6 7.90E-2 

15.8 1.42E-5 6.52E-3 9.38E-6 2.53E-2 3.03E-6 3.48E-2 

25.1 2.10E-6 9.68E-4 3.24E-6 8.75E-3 1.28E-6 1.47E-2 

39.8 1.53E-7 7.01E-5 9.38E-7 2.53E-3 5.08E-7 5.83E-3 

63.1 3.36E-9 1.54E-6 2.04E-7 5.51E-4 1.84E-7 2.11 E-3 

100 9.12E-12 4.19E-9 2.83E-8 7.65E-5 5.71 E-8 6.55E-4 

158 - - 1.85E-9 5.00E-6 1.40E-8 1.60E-4 

251 - - - - 2.33E-9 2.68E-5 

a = {kjke)
wl:1 

E,{k\\ = - cttKlkrf'Hz = - (k„lke)%IIt 
(ev5)"* 2 2 

^-JT- = - a(kd/ke)
5l% = - {kJKYlJh 

{ev5)v% 3 3 

-T^ki = 7 T«( V* . ) 5 / 3 /A = ~ n(kd/ke)%/Ic (eu5)V4 4 4 

where 

= | - z5/2 exp 

' J o (1 + 
exp(-foz2/3) 

zY 
dz, 

I, 

and 

h = ikJke)
A f 

Ja 

, = rV/2exp(-fe2'3) 

" Jo (1 + 

(z- l)exp[-fc(^/A:J4/3z2/3] 
o [1 + (kJk.fzV"6 dz, 

(1 + z ) ' 

f zexp(-fe2/3) 

b = {ra{kjkdy
n = fr/; 4/3 _ 3 7-1 

The integrals Ie, Iu, and h have been evaluated for several 
values of b and the results tabulated in Table Al. The frequency 
parameter nA/U = (fc,/A:e)(AA:(,/27r) is often used in spectral 
plots, so the quantity AkJ2n = 3/A/8/„ is also provided. Note 
for b -> 0, corresponding to large Reynolds numbers, Kke -> 0.75 
as expected. It should also be noted that the results presented in 
Table Al are independent of Kolmogorov's constant a. 

Once a is chosen, the turbulence parameters kt,/ke = 
(a/«)3 '4, A = (3/a/„)3 '2 , and Re, = (151/2/3)a3/2/e

1/2/„ can be 
determined. These quantities have been evaluated using a = 
1.7 and the results provided in Table A2. The quantity 
(AAke)~

l, which is the ratio of the dissipation and integral 
length scales, is also provided. Experimental values for this 
quantity typically lie between 1.1 and 1.5. Batchelor (1953) 
quotes values between 0.8 and 1.3. 

The integral /£(fc,) was evaluated for b = 0.02, 0.0034, 
and 0.0008, which for a = 1.7 correspond to Rex = 34, 106, 
and 237, respectively. The results of these calculations are 
presented in Table A3. Since the one-dimensional fre
quency spectrum £ i ( w ) ^ s often used, the quantity 
UEx{n)lu'2A = 2T:Ei(ki)/u'2A = 4/£/7A is also given in the 
table. Note that for kt/ke-+ 0, corresponding to low frequencies, 
UEi(n)/u'2A-+4 as expected. Except for Rex, the values given 
in this table are independent of the value assigned to a. For 
those interested in performing other calculations, replacing the 
values of Re, with their corresponding values of b from Table 
A2 makes the whole table independent of a. 
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A Coupled Mode Analysis of 
Unsteady Multistage Flows in 
Turbomachinery 
A computational method is presented for predicting the unsteady aerodynamic re
sponse of a vibrating blade row that is part of a multistage turbomachine. Most 
current unsteady aerodynamic theories model a single blade row isolated in an 
infinitely long duct. This assumption neglects the potentially important influence of 
neighboring blade rows. The present "coupled mode" analysis is an elegant and 
computationally efficient method for modeling neighboring blade row effects. Using 
this approach, the coupling between blade rows is modeled using a subset of the so-
called spinning modes, i.e., pressure, vorticity, and entropy waves, which propagate 
between the blade rows. The blade rows themselves are represented by reflection 
and transmission coefficients. These coefficients describe how spinning modes interact 
with, and are scattered by, a given blade row. The coefficients can be calculated 
using any standard isolated blade row model; here we use a linearized full potential 
flow model together with rapid distortion theory to account for incident vortical gusts. 
The isolated blade row reflection and transmission coefficients, interrow coupling 
relationships, and appropriate boundary conditions are all assembled into a small 
sparse linear system of equations that describes the unsteady multistage flow. A 
number of numerical examples are presented to validate the method and to demon
strate the profound influence of neighboring blade rows on the aerodynamic damping 
of a cascade of vibrating airfoils. 

1 Introduction 

Unsteady fluid motion is essential to gas turbine engine opera
tion. Only through unsteady flow processes can a machine do work 
on a fluid to increase its total enthalpy. This unsteadiness is provided 
in compressors and turbines by relative motion of adjacent stators 
and rotors. Unfortunately, this motion also produces undesirable 
aeroacoustic and aeroelastic phenomena, i.e., tonal noise and forced 
blade vibrations induced by rotor/stator interactions. Furthermore, 
the aeroelastic (flutter) stability of a rotor can be profoundly influ
enced by the presence of nearby stators and rotors. In this paper, 
we investigate the aeroelastic stability of a compressor rotor that 
is part of a larger multistage compressor. 

Unsteady aerodynamic theories for use in turbomachinery 
aeroelastic prediction systems have progressed significantly 
over the past four decades. Several recent review articles chroni
cle the development of these theories (Verdon, 1987, 1993; 
Whitehead, 1987; Marshall and Imregun, 1996). The available 
theories can be classified roughly into three groups: classical 
or linear methods, time-linearized theories, and nonlinear time-
domain simulations. 

In the classical approach, simplifying assumptions are made 
that reduce the equations governing the unsteady flow to linear 
constant coefficient equations for the unknown unsteady pertur
bation flow. For example, the airfoils of the cascade are usually 
replaced by flat plates, which do not turn the mean flow. These 
simplified governing equations are then solved analytically or 
semi-analytically. This approach has been applied to incom-

1 Current address: Pratt & Whitney, East Hartford, CT 06108. 
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42nd International Gas Turbine and Aeroengine Congress and Exhibition, Or
lando, Florida, June 2-5, 1997. Manuscript received at ASME Headquarters 
February 1997. Paper No. 97-GT-186. Associate Technical Editor: H. A. Kidd. 

pressible flows (Whitehead, 1960), subsonic flows (Whitehead, 
1970; Smith, 1972), and supersonic flows (Verdon and 
McCune, 1975; Nagashima and Whitehead, 1977; Adamczyk 
and Goldstein, 1978). 

Using the time-linearized approach, the governing equations 
are linearized about a nonlinear steady operating condition. The 
unsteady small-disturbance quantities are assumed to be har
monic in time with frequency u, i.e., unsteady quantities are 
proportional to exp(jcot), so that the time derivative dldt is 
replaced by JUJ. The resulting linear variable coefficient equa
tions are then discretized on a computational grid using conven
tional finite element or finite volume techniques and solved 
numerically. The time-linearized approach is computationally 
efficient, and has been applied to a range of flow models includ
ing the two-dimensional potential equations (Verdon and 
Caspar, 1982; Whitehead, 1990; Hall, 1993), the two-dimen
sional Euler equations (Hall and Crawley, 1989; Hall and Clark, 
1993; Holmes and Chuang, 1993), the three-dimensional Euler 
equations (Hall and Lorence, 1993), and the two-dimensional 
Navier-Stokes equations (Clark and Hall, 1995). 

Finally, investigators have developed nonlinear time-domain 
simulations of unsteady flows in cascades. Using this approach, 
no simplifying assumptions are made regarding the size of the 
unsteady disturbance. Instead, the governing fluid dynamic 
equations, which are nonlinear, are simply marched in time to 
simulate the unsteady flow. The approach has been applied to 
the two-dimensional Euler equations (Huff et al., 1991; Giles, 
1988a, b; He, 1990) and the three-dimensional Euler equations 
(Gerolymos, 1993). This approach has the advantage that it is 
reasonably straightforward to implement, and can model nonlin-
earities. However, computational times are usually quite large, 
on the order of two orders of magnitude larger than the time-
linearized approach. 
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Unfortunately, despite many years of development, the accu
rate and reliable prediction of unsteady aerodynamic forces act
ing on turbomachinery blades remains elusive. The correlation 
of theory with experiment is often less than satisfactory (Boles 
and Fransson, 1986), especially when viewed next to the great 
success investigators have had in predicting steady flows. 

We believe there are two main reasons that current theories 
show poor correlation with experiment, both of which are re
lated to the special physics of unsteady flows. First, most un
steady flow analyses are two-dimensional, or at best quasi-three-
dimensional. The unsteady flow is calculated on a two-dimen
sional axisymmetric streamsheet whose radial thickness varies 
as a function of axial location. Steady flows are routinely calcu
lated quite accurately using this sort of analysis. However, the 
unsteady flow equations admit acoustic wave solutions, making 
the problem inherently three-dimensional since acoustic waves 
will travel in all directions. Quoting Holmes and Chuang 
(1993), "There is absolutely no reason to believe that unsteady 
disturbances will obligingly confine themselves to the [quasi-
three-dimensional] mean flow streamsheets! Cases in which 
[two-dimensional] or [quasi:three-dimensional] unsteady flow 
codes give accurate results will be relatively rare." Recent work 
by Hall and Lorence (1993) tends to confirm this hypothesis. 

The second main reason for these discrepancies is that nearly 
all of the current unsteady aerodynamic theories model a single 
blade row in an infinitely long duct, ignoring potentially im
portant multistage effects. However, unsteady flows are made 
up of acoustic, vortical, and entropic waves. These waves pro
vide a mechanism for the rotors and stators of multistage ma
chines to communicate with one another. For example, consider 
the case of a row of vibrating rotor blades (see Fig. 1). The 
blades will respond aerodynamically, producing acoustic, vorti
cal, and entropic waves that propagate away from the rotor. 
Some of these waves will then impinge on the neighboring 
stators. The stators will in turn respond aerodynamically, again 
producing waves, some of which will impinge upon the original 
rotor, and so on. In other words, wave behavior makes unsteady 
flows fundamentally three-dimensional and multistage. 

Recently, a number of investigators have studied unsteady 
multistage flows. The most common approach is to perform a 
direct simulation. For example, Giles (1988a, b) has time-
marched the Euler equations to compute wake /rotor and rotor/ 
stator interactions. For the latter, two computational grids are 
generated, one for the rotor and one for the stator, with a com
mon interface. The Euler equations are then time marched. At 
each time step, information at the rotor/ stator interface is ex
changed, and the position of the rotor is updated. Rai (1989a, 
b) used a similar technique to study viscous rotor/stator interac
tion in turbines. One problem with this approach is that many 
passages of the rotor and stator must be used if the blade counts 
in the two blade rows are not equal, making the method prohibi
tively expensive. Rai (1989a, b) simply altered the geometry 
of one of the blade rows to force the blade counts to be equal, 
an approach of questionable validity, especially for unsteady 
flows where the blade counts have a strong influence on the 

possible tones or frequencies present in the solution. Giles 
(1988a, b) , on the other hand, used an elegant "time-inclining" 
technique whereby a space-time transformation is made on the 
governing flow equations, which allows the ratio of blades to 
be altered, for example from 11:9 to 1:1. Unfortunately, the 
method has not yet been extended to flows in multiple stages. 

A few researchers have modeled multistage flows using fre
quency domain techniques. Kaji and Okazaki (1970) studied 
rotor-stator interactions using an acceleration potential tech
nique. They distributed pressure doublets on flat-plate rotor and 
stator blades. The strengths of the doublets were found by satis
fying the no-throughflow condition on the airfoils. However, 
Kaji and Okazaki assumed the doublet strengths were harmonic 
in time with a single interblade phase angle in each blade row. 
In other words, the two blade rows were coupled by a single 
spinning mode, i.e., acoustic and vortical waves with a single 
temporal frequency and circumferential wavenumber. Hanson 
(1992) later applied a similar technique to acoustic problems, 
using vortex singularities with multiple spinning modes. 

Hanson (1993), using an alternative approach suggested by 
Hall in a 1988 unpublished report, characterized the rotor and 
stator by reflection and transmission coefficients that describe 
the response of an isolated blade row to incident vortical or 
acoustic waves (spinning modes). Hanson used Smith's (1972) 
method to compute these coefficients. A small set of linear 
equations can then be assembled that describes how the two 
blade rows behave when put together into a single stage. Hanson 
used this method to study the influence of "mode trapping" on 
the aeroacoustic behavior of a single stage. Buffum (1993) later 
used a similar technique to investigate the aeroelastic stability of 
a one and one-half stage compressor. However, Buffum retained 
only cut-on (superresonant) acoustic modes, and used only a 
single spinning mode in his model. Concurrently to Hanson's 
(1993) work, Hall and Silkowski (1997) also developed a cou
pled mode approach to analyze unsteady flows associated with 
flutter and forced response of multistage machines composed 
of flat-plate airfoils, and analyzed machines with as many as 
three and one-half stages. 

In this paper, the coupled mode analysis is extended and 
applied to the problem of computing the aerodynamic damping 
of a compressor rotor that is part of a multistage compressor 
composed of realistic airfoils. That is to say, the blades have 
camber and thickness, and the blade rows do significant turning 
of the flow. We show that the aerodynamic damping of a blade 
row that is part of a multistage machine will, in general, be 
significantly different from that predicted using an isolated 
blade row model. 

The coupled mode analysis has a number of features that 
make it desirable for use in aeroelastic and aeroacoustic design 
and analysis systems. For example, the method is computation
ally very efficient, especially when compared to conventional 
time-marching simulations. Furthermore, once a single nominal 
multistage flow has been computed, certain parametric design 
studies can be performed with virtually no additional computa
tional expense. 

2 Theory 

The coupled mode analysis is divided into two parts. First, 
there is a framework for describing how blade rows interact 
with one another via so-called spinning modes. In Section 2.1, 
we describe this framework. Second, a linear or time-linearized 
unsteady aerodynamic analysis is required to determine reflec
tion and transmission coefficients that characterize the behavior 
of the individual blade rows. In Section 2.2, we describe the 
time-linearized theory used in the present investigation, a linear
ized full potential flow solver along with rapid distortion theory 
to describe the motion of vorticity through the blade row. 
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2.1 Coupled Mode Analysis 

2.1.1 Kinematics of Mode Scattering and Frequency Shift
ing. In the present work, we assume that the flow through a 
multistage compressor or turbine is inviscid, non-heat conduct
ing, and two-dimensional. Therefore, the flow is governed by 
the nonlinear two-dimensional Euler equations. The state of the 
flow is completely described by the vector of primitive flow 
variables U given by 

U(x, y,t) = < 

' P(x,y, t) 
U{x,y,t) 
V(x,y,t) 

[P(x,y,t). 

(1) 

where p, U, V, and P are the density, axial velocity, circumfer
ential velocity, and pressure, respectively, x and y are the axial 
and circumferential coordinates, and t is time. The angular dis
tance 9 is equal to ylR where R is the radius of the annulus. 

Consider the single stage shown in Fig. 1 for the case where 
the airfoils of the rotor vibrate periodically with small amplitude 
and frequency w0. The resulting unsteadiness in the flow is 
assumed to be small compared to the mean flow. Thus, the flow 
may be split into a nonlinear mean or steady part plus an un
steady small-perturbation part, i.e., 

U(x, y, t) = XJ(x, y) + u(x, y, t) (2) 

The unsteady flow u(x, y, t) is described by the linearized 
Euler equations (Hall and Crawley, 1989) —linear variable co
efficient equations whose coefficients depend on the mean flow 
(see Section 2.2). Thus, unsteady solutions may be superposed. 
We use this property to decompose the motion of the rotor 
into a sum of traveling waves, analyze each traveling wave 
separately, then superpose the resulting solutions. Hence, with
out loss in generality, we assume that the blades of the rotor 
vibrate in plunge with frequency OJ0 in a traveling wave with N 
= k0 nodal diameters. Thus, the plunging velocity of the mth 
blade is given by 

h(m, t) = h0 expljXwo* + mo0)] 

where 

<70 = 
2jrko 

(3) 

(4) 

is the interblade phase angle of the motion, h0 is the amplitude 
of the plunging velocity of the reference airfoil, and B2 is the 
number of blades in the rotor (blade row number 2) . 

This traveling wave motion of the blades will give rise to 
unsteady fluid motion with frequency u>0, and that also satisfies 
the complex periodicity condition 

u(x, y + G2, t) = u(x, y, t) e.xp(ja0) (5) 

where G2 is the circumferential spacing between blades on the 
rotor. Upstream and downstream of the rotor, Eq. (5) can be 
satisfied with solutions of the form 

u(x, 6, t) = X TLk(x) exp{j[(k0 + kB2)8 + ui0t]} (6) 

where k is a mode order index, which can take on all integer 
values, and uk(x) is a vector function to be determined. 

In the interrow regions, the mean (time-averaged) flow is 
uniform, or very nearly so. Thus, the linearized Euler equations 
reduce to constant coefficient equations. Substituting Eq. (6) 
into the (constant coefficient) linearized Euler equations, one 
finds that Uk(x) has exponential behavior, so that 

U(JC, 8, t) 
o= 4 

= X X v,-,tqu exp{j[ai<kx + (k0 + kB2)6 + ui0t]} (7) 

In words, the kth spinning mode has N nodal diameters, where 
N = k0 + kB2. The spinning mode is composed of four waves 
with wavenumbers attJl and eigenvectors q,it (Hall and Crawley, 
1989). The constant vijc describes how much of each eigenvec
tor is present in the solution. The four waves correspond to an 
upstream moving pressure wave, a downstream moving pres
sure wave, a vorticity wave, and an entropy wave, with wave-
numbers given by 

« i 

«2 = 

U(LJ + 0V) + CV(w + pV)2 -- ( c 2 - - U2)P2 

c2 - u2 

U(OJ + PV) - d(uj + PV)2 -- ( c 2 - - u2)p2 

u2 

a3 = 

a4 = 

PV + w 
U 

PV+ w 
u 

(8) 

(9) 

(10) 

( U ) 

where U and V are the mean flow axial and circumferential 
velocities, C is the mean speed of sound, and pk is the circumfer
ential wavenumber equal to akIG2 with ak = a0 + 2wk. (In 
Eqs. (8) — (11), the subscript k has been omitted for clarity.) 
Note that aXk and a4ik are always real. However, ahk and azk 

may be real or complex. When the wavenumbers are real, the 
waves are said to be "superresonant" or "cut-on" and the 
waves propagate without attenuation; when the wavenumbers 
are complex, the waves are "subresonant" or "cut-off" and 
the waves are attenuated as they propagate. The boundary be
tween these two conditions is known as acoustic resonance. 

Note that an initial disturbance with k0 nodal diameters will 
in general produce a response composed of outgoing waves 
with an infinite number of nodal diameters, N = k0 + kB2. This 
phenomenon is referred to as scattering. Each of these spinning 
modes, identified by the index k, have the same temporal fre
quency u>0 when viewed in the rotor frame of reference. Such 
a group of spinning modes for a particular blade row will be 
referred to as a scatter group. 

The individual waves (pressure, vorticity, and entropy) of 
the spinning modes that were created by the rotor vibration will 
propagate upstream or downstream through the duct, depending 
on the wavenumber. Some of the upstream traveling pressure 
waves will impinge on the upstream stator. When viewed in 
the stator frame of reference, however, the frequency will be 
shifted. To show this, the coordinates (x, 6) fixed to the moving 
rotor can be related to the coordinates (x', 8') attached to the 
stator (see Fig. 1) by the transformation 

: = x' — Ax 

8' - A8 + Vtt 

(12) 

(13) 

where Ax is the axial distance between the stator and the rotor, 
A8 is an angular location defining the relative clocking of the 
rotor and stator at time t = 0, and O is the rotation rate of the 
rotor. Substitution of Eqs. (12) and (13) into Eq. (7) gives 

u(x',0',t) 
to 4 

= X X «i,*q.-,t exp{ ; ' [ a a x ' + (k0 + kB2)8' + uj[t]} 

X exp{j[-aitkAx - (k0 + kB2)A8]} (14) 

where UJ[ = uja + (k0 + kB2)il. Note that each of the members 
of the scatter group experiences a different "Doppler" fre
quency shift when viewed in the stator frame of reference, with 
the frequency dependent on the index k associated with the 
scattering in the rotor frame. 

412 / Vol. 120, JULY 1998 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ft <F 
PL uu/j)/trjrfg>*. 

$L ZZZZZZZ2ZZZZ o& 

ROTOR 

Fig. 2 Incident pressure and vorticity waves (shaded) produce reflected 
and transmitted pressure and vorticity waves (unshaded) 

The upstream traveling waves of this scatter group will im
pinge on the stator, which in turn will give rise to an unsteady 
aerodynamic response. Following the same logic outlined for 
the rotor, the &th spinning mode will produce scattered reflected 
and transmitted waves with nodal diameters N = k0 + «Sj + 
kB2, where Bx is the number of stator blades and n takes on all 
integer values. In the stator frame of reference, these new waves 
will have frequencies given by 

u'k = coQ + (k0 + kB2)Q (15) 

The reflected waves will impinge on the rotor. When viewed 
in the rotor frame of reference, however, the frequencies of the 
waves will again be shifted, so that 

w„ = LO0 — nB[Q (16) 

The waves impinging on the rotor will again produce reflected 
and transmitted waves, but no new nodal diameters will be 
produced. Thus, the response of the system to an initial distur
bance with nodal diameters N = k0 and frequency uja will con
tain waves with nodal diameters N = k0 + nBx + kB2 and 
frequencies given by Eqs. (15) and (16). Note that the frequen
cies in the stator frame of reference depend on the index k 
associated with scattering of waves by the rotor, and the fre
quencies in the rotor frame of reference depend on the index n 
associated with scattering of waves by the stator. 

Finally, for the cases considered in this paper, the mean back
ground flow is subsonic, inviscid, irrotational, and homentropic. 
Furthermore, the original source of excitation is blade vibration. 
Under these circumstances, only acoustic and vortical distur
bances will be generated, that is, the unsteady flow will also be 
homentropic. Therefore, for simplicity in the following, entropy 
waves are omitted. However, for nonhomentropic flows, en
tropy waves can be included in a straightforward extension of 
the method described below. 

2.1.2 Global System Description. Having outlined the ki
nematics of mode scattering and frequency shifting in a 
multistage machine, we next consider in detail the interaction 
of spinning modes with individual blade rows. The fluid/blade 
row interaction can be described in terms of incident and outgo
ing waves (see Fig. 2). We know from the discussion above 
that incident acoustic and vortical waves (Pi, Pi, and C,L) 
from a single spinning mode will generate outgoing acoustic 
and vortical waves (PR, Pt, and C,R) with all nodal diameters 
of the scatter group. Here, P+, P~, and t, are the complex 
magnitudes of acoustic and vortical waves, replacing the less 
descriptive v, notation of Eqs. (7) and (14). The " L " and 
"R" notations signify left (upstream) and right (downstream) 
sides of the blade row. The " + " and " - " notations signify 
upstream and downstream traveling waves. Conversely, outgo

ing waves for a particular nodal diameter are generated by 
incident waves from every member of the scatter group. Hence, 
for a rotor, for a specific (n, k) spinning mode, 

Wll W\2 Wa 

W2l W22 W23 

W31 W>32 W33 

(17) 

where the matrix v/nknJ is a matrix of reflection and transmission 
coefficients describing how incident (n, j) waves scatter into 
outgoing (n, k) waves. The vector b„* is an an inhomogeneous 
term arising from the imposition of an external disturbance. For 
example, h„k might describe the (n, k) waves generated by a 
prescribed traveling wave blade motion with frequency ui0 and k0 

nodal diameters. The reflection/transmission matrix wnknj and the 
inhomogeneous vector bnk are obtained using classical or time-
linearized unsteady aerodynamic theories (see Section 2.2). 

It will be convenient to rearrange Eq. (17) in terms of fluid 
waves on the left (upstream) side and right (downstream) side 
of the blade row instead of incident and outgoing waves. Rear
ranging Eq. (17) gives 

ZJ [A.JjtojV^ny + Yi'nknjV'Rt„j\ — b'„k 

where / is the blade row number, 

\Pt I J K 

Vinj = S PI f , VR.m = i PR 

(18) 

(19) 

and 

A1', . = 
r^nkn} 

B nknj 

6Jk -W12 - w 1 3 

0 -W22 -W23 

0 - w 3 2 -W33 

—W11 0 0" 
-VC21 6Jk 0 
—w3i 0 6Jk_ 

_ nknj 

nknj 

(20) 

(21) 

where 6jk is the KrQnecker delta function. A similar set of equa
tions can be developed for the stator. 

Next, a set of equations is required to model the coupling 
provided by the spinning modes in the interrow region. For the 
stator/rotor example shown in Fig. 1, a wave leaving the rotor 
is equivalent to a wave entering the stator. Said another way, 
the vR quantities of the stator must be related to the \L quantities 
of the rotor. Therefore, 

E„/tVR>„t + \ L i „ k - 0 

with 

E„, 
-eia'MAx 0 0 

0 -eJazMAx 0 
0 0 -eJaiMA' 

(22) 

(23) 

where for simplicity the clocking index A# is taken to be zero. 
Note that Eqs. (22) and (23) are based on the assumption that 
the time-averaged mean flow is uniform at some axial location 
between the blade rows, a condition that may be only approxi
mately satisfied for very closely spaced blade rows. 

Finally, one must specify any acoustic or vortical waves 
which originate upstream or downstream of the multistage ma
chine. For the two blade row problem, 

Cvi,„t + Dvju = d„, (24) 
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where 

C = 
0 0 0 1 0 0 
0 1 0 , D = 0 0 0 
0 0 1 0 0 0 

(25) 

and d„k is a vector containing the complex magnitudes of the 
incoming pressure and vorticity disturbances. For the flutter 
problem, d„k is set to zero. 

Equations (18), (22), and (24) can be assembled into a 
small sparse matrix equation of the form given by Eq. (26). 
Shown is the form of the matrix equation when the modes (n, 
k) = (0, 0 ) , ( 0 , 1 ) , (1 ,0) , and(1,1) are used for a single stage. 
Note that the system of equations is truncated. In principle, an 
infinite set of spinning modes must be included in the model 
to obtain the exact solution. In practice, however, only a few 
of the many possible modes are needed to obtain solutions 
with engineering accuracy. Also note the nonzero off-diagonal 
superblocks in Eq. (26). These are a result of mode scattering. 

sors and turbines. In this section, the unsteady aerodynamic 
theory used to compute the unsteady flow in individual blade 
rows is summarized. 

2.2.1 Rapid Distortion Theory. To begin, we assume that 
the flow is two-dimensional, inviscid, and homentropic, with 
constant total pressure PT and total density pT. Thus, the pres
sure p and density p are related through the condition 

P_ 
PT 

(30) 

where y is the ratio of specific heats. 
The unsteady flow is, in general, rotational. For convenience, 

we split the flow into a sum of irrotational (potential) and 
rotational (vortical) parts, so that 

\(x, y, t) = V $ U , y, t) + \R(x, y, t) (31) 

where &(x, y, t) is a scalar velocity potential, and all the 
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Aoooo Boooo A 2 X*2 
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b?i 

(26) 

Although presented for a single stage, this analysis easily 
generalizes to multiple stages. Consider a multistage machine 
with M blade rows. The number of blades in each blade row is 
B\, B2, B3, . . . , BM, with rotors having even indices. If the 
original disturbance has n0 nodal diameters and frequency w0 

in the rotating frame of reference, then the resulting unsteady 
flow will contain spinning modes with N nodal diameters where 

M 

N = n0 + X riiBi (27) 

with each «, taking on all integer values. The corresponding 
frequencies of the spinning modes in the stationary frame are 

• ^ • " a - . . = Wo + fi(«o + X niB,) (28) 

Similarly, in the rotating frame, the frequencies of the spinning 
modes are given by 

w„„„3,„5,. . . = w 0 - f t X n,Bi 
i odd 

(29) 

vorticity in the flow is contained in the rotational velocity VR(x, 
y, t). Furthermore, the unsteadiness in the flow is assumed to 
be small compared to the mean flow. Thus, we further split 
the flow into a mean or steady part, plus an unsteady small-
disturbance part, which is harmonic in time. It is assumed that 
the mean background flow is irrotational, but the unsteady flow 
may be rotational. Hence, the potential V4"(x, y, /) and the 
rotational velocity \R(x, y, t) may be expressed as 

$(x,y, 0 = *(*,y) + <t>(x,y)e^ (32) 

\"(x, y, 0 = \R(x, y)e'"> (33) 

where $(x, y) is the mean flow potential, and <j>(x, y) , and 
\R(x, y) are the complex amplitudes of the small-disturbance 
potential and rotational velocities, respectively. 

Integrating the conservation of momentum equation, one 
finds that the steady pressure is given by the steady Bernoulli 
equation 

2.2 Unsteady Aerodynamic Blade Row Model. The 
coupled mode analysis outlined above provides a flexible frame
work for solving unsteady flow problems in multistage compres-

P = PT 1 -
1 

(V*)2 
vHy-D 

(34) 

Z\ = yPTl pT. In general, the unsteady pressure is a 
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function of both the perturbation potential <f> and perturbation 
rotational velocity v". Note, however, that the splitting given 
by Eqs. (31 ) - (33 ) is not unique. It is useful to constrain this 
splitting so that the perturbation pressure p is independent of 
the rotational velocity. In this case, integrating the unsteady 
momentum equation, one finds that the perturbation pressure is 
given by the linearized unsteady Bernoulli equation 

d(j> 
+ v$ • V4> (35) 

where p is the mean flow density. 
Next, Eqs. (30 ) - (35) are substituted into the continuity 

equation. Collecting terms of zeroth order and first order in the 
perturbation flow quantities, one obtains the mean flow and 
linearized unsteady flow equations. The steady flow is governed 
by the nonlinear full potential equation, given by 

V 2 $ = 
1 

V $ - V ( V $ ) 2 

where C is the steady flow speed of sound given by 

y - 1 
1 (V$) 2 

(36) 

(37) 

Note that the full potential equation is nonlinear in the unknown 
potential $ . 

Similarly, the time-linearized equations describing the un
steady flow—the linearized Euler equations for homentropic 
flow—are 

=^- + (v*-V)V$ 
Dt 

0 (38) 

.D 

Dt C2 Dt 
iv - (pV4. ) = i v - ( p v * ) (39) 
P P 

Equation (38) describes the convection and distortion of the 
rotational velocity vR. Equation (39) is the usual linearized 
potential equation, but with a source term on the right-hand 
side to account for the fact that the rotational velocity \R does 
not necessarily satisfy mass continuity. Note that Eqs. (38) and 
(39) are sequentially coupled, that is, one can first solve Eq. 
(38) for v*, then solve Eq. (39) for 4>. 

Goldstein (1978) showed that, remarkably, the rotational ve
locity may be expressed analytically in terms of the steady flow 
stream function \I/ and Lighthill's (1956) drift function A. The 
drift function A is essentially the time required for a fluid 
particle to convect from a reference point on a streamline to 
another point on the same streamline. Following Goldstein 
(1978) and Atassi and Grzedzinski (1989), 

\R = [c , (* )VA + c 2 (* )V*] exp[j(KtA + K2$>)] (40) 

where K\ and K2 are essentially wavenumbers, and are related 
algebraically to the axial and circumferential wavenumbers a 
and p. The functions c, and c2 determine the amplitude of 
vorticity coming into the cascade. Goldstein's (1978) original 
formulation is singular for airfoils with stagnation points. Atassi 
and Grzedzinski (1989) later removed this singularity by a 
judicious choice of Ci(\E0 and c2($f). Hall and Verdon (1991) 
and Lorence and Hall (1996) later used this modified formula
tion to compute unsteady flows in cascades. 

2.2.2 Numerical Solution of the Steady Flow Field. The 
steady flow potential equation, Eq. (36), is solved numerically 
using a nonlinear variational finite element solver developed by 
Hall (1993). The computational grid used in this study is an 
H-grid composed of quadrilateral cells. Four-node isoparame

tric finite elements are used to discretize Bateman's (1930) 
variational principle for compressible flow. The resulting dis-
cretized equations take the form 

N ( * . X) = 0 (41) 

where N is a vector of nonlinear functions, $ is a vector con
taining the nodal values of the steady potential $ , and X is a 
vector containing the x and y coordinates of each node of the 
grid. 

Because the unsteady rotational velocity v* is fundamentally 
dependent on the drift and stream functions, it is convenient to 
perform our numerical calculations on a streamline computa
tional grid. However, one cannot know the position of stream
lines a priori. Therefore, we must generate the computational 
grid as part of the steady solution procedure. We use a modified 
elliptic grid generation technique originally proposed by 
Thompson et al. (1977), but modified to ensure that the re
sulting streamwise grid lines are true streamlines. When discret-
ized, the grid equations are of the form 

M ( # , X) = 0 (42) 

where M is a vector of nonlinear grid generation equations, two 
for each node of the grid. 

Equations (41) and (42) are solved simultaneously using 
Newton iteration to determine the steady velocity potential <& 
and the grid geometry X. Typically, about four Newton itera
tions are required to obtained a converged steady solution. A 
trivial computation is then required to compute the stream func
tion "J and drift function A at each node of the grid. For typical 
problems using a 129 X 33 computational grid, the steady solu
tion procedure requires on the order of 25 minutes of computer 
time per blade row using a Silicon Graphics Indigo (R4400) 
workstation. 

2.2.3 Numerical Solution of the Unsteady Flow Field. 
Next, the small disturbance unsteady flow equations are discret-
ized. First, for vortical gust problems, the rotational velocity \R 

is computed analytically at the nodes of the computational grid 
using Eq. (40). Then, Eq. (39) is discretized using a variational 
finite element technique developed by Hall (1993). The finite 
element code has a number of important features. For instance, 
complex periodicity, Eq. (5) , is imposed, allowing the computa
tional domain to be reduced to a single blade passage, thereby 
reducing the computational effort required to compute flows 
with nonzero interblade phase angles. Also, to prevent spurious 
reflections of acoustic and vortical waves, numerically exact 
nonreflecting boundary conditions are applied at the far-field 
boundaries of the computational domain. Finally, for aerody
namic damping calculations, a deforming computational grid, 
which conforms to the motion of the airfoil, is used to improve 
the accuracy of the scheme. 

When assembled, the discretized equations governing the un
steady small disturbance flow have the form 

[A]{<M = {b] (43) 

where A is a sparse complex matrix, which is a function of the 
frequency UJ and interblade phase angle a. The vector b arises 
from the imposition of an external disturbance, e.g., an incident 
acoustic wave or a prescribed blade motion. Note that the num
ber of unknowns in Eq. (43) is about one-third that in Eqs. 
(41) and (42) since no grid generation equations must be solved 
for the unsteady flow problem. The matrix A is factored into a 
product of upper and lower triangular matrices (LU factoriza
tion). In this way, the unsteady solution for several different 
external disturbances at the same interblade phase angle and 
frequency (different b 's) can be computed very efficiently, each 
requiring just one forward and one backward matrix substitu
tion. Typically, the reflection/transmission coefficients for a 
single scatter group can be computed in less than one minute. 
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Table 1 Cascade parameters for Configuration C, a one and one-half 
stage compressor composed of flat-plate airfoils 

Station or Row 0 1 2 3 

Type of Blade Row 

Number of Blades, B 

Chord 

Circumferential Gap, G 

Stagger Angle, 0 (deg) 

Axial Gap, Ax 

— Stator Rotor Stator 

— 3 4 5 
— 1.261 1.0 0.820 

— 1.067 0.8 0.64 

— 37.5 -60.0 37.5 

— 0.125 0.125 — 

VIei 

Vkbs 
M 

Flow Angle, a rei (deg) 

Flow Angle, a ab s (deg) 

Static Density, p 

1.000 1.000 1.000 1.000 

0.630 0.630 0.630 0.630 

0.0 0.0 0.0 0.0 

-60.0 -60.0 -60.0 -60.0 

37.5 37.5 37.5 37.5 

1.000 1.000 1.000 1.000 

This description of the numerical model used to compute the 
steady and unsteady aerodynamic characteristics of the individ
ual blade rows is, because of space limitations, quite terse. The 
interested reader is referred to Hall (1993), Lorence and Hall 
(1996), and Silkowski (1996) for additional details on the 
method, and also numerical examples used to validate the 
method. 

3 Results 
In this section, we consider the unsteady aerodynamic re

sponse of a compressor rotor is part of a multistage compressor. 
In particular, we consider two geometries. The first, Configura
tion C, is a one and one-half stage compressor whose airfoils 
are flat plates, which do no steady turning. The second, Config
uration D, is a two and one-half stage section of a two-dimen
sional compressor with "real" blades, i.e., the blades have 
thickness and camber and do steady turning. 

3.1 Multistage Configuration C. To validate the coupled 
mode analysis, we first consider a one and one-half stage com
pressor composed of flat plate airfoils, which do no steady 
turning. The geometry for this multistage machine is given in 
Table 1. In particular, the ratio of blades in the three blade rows 
is 3:4:5, and the axial gap between blade rows is quite small, 
approximately 12.5 percent of the blade chord. Note that lengths 
have been nondimensionalized by the aerodynamic chord c of 
the rotor blades, velocities by the relative inflow velocity to the 
rotor, and pressures by the quantity pV ^ . 

The airfoils of the rotor (the middle blade row) are prescribed 
to vibrate in plunge with a reduced frequency w0 of 0.5 and an 
interblade phase angle aa of 90 deg. The unsteady aerodynamic 
response was then computed in two ways. First, we applied the 
present coupled mode analysis described in this paper, but with 
Whitehead's (1987) LINSUB code used to compute the reflec
tion/transmission coefficients of the individual blade rows. LIN
SUB was used here because it is essentially exact. Thus, any 
errors will be due to the coupled mode analysis itself, and not 
truncation error of the aerodynamic code. To couple the blade 
rows, we used 1, 11, and 27 spinning modes. The mode order 
indices associated with these spinning modes are shown in Table 
2. For the 11-mode case, for example, we used the first 11 modes 
in the table. The selection of spinning modes used is somewhat 
of an art. Generally, spinning modes are selected that have a 
relatively small number of nodal diameters, since these low-order 
modes tend to be cut-on or are weakly cut-off. Also used are 
some spinning modes, which may have a larger number of nodal 
diameters, but are members of the fundamental mode's scatter 

group, and also provide a kinematic connection between the fun
damental and low-order spinning modes. 

We also used an incompressible time-marching vortex-lattice 
code developed by Silkowski (1996) to compute the unsteady 
lift acting on the compressor blades. Using this approach, the 
blades and wakes of the cascades are modeled by vortex ele
ments. At the quarter-chord of each element is placed a discrete 
vortex. At the three-quarter-chord of each element on the airfoils 
is a collocation point. To start the calculation, the strengths of 
all the vortex elements are set to zero. Then, at each time step, 
the strengths of the vortex elements on the airfoils are selected 
so that the no-throughflow condition is satisfied. The strength 
of the first vortex element in the wake of each airfoil is chosen 
so as to satisfy Kelvin's theorem, i.e., the circulation about a 
fixed set of fluid particles is constant. The vorticity in the re
mainder of the wake is simply convected with the mean flow 
velocity. After each time step, the position of the rotor is incre
mented, and the entire process is repeated. For this example, 
we divided each airfoil of the three blade rows into 80, 40, and 
52 vortex elements, respectively. At this resolution, the resulting 
unsteady lift computation was found to be element converged, 
that is, the unsteady lift is nearly identical to that predicted 
using half as many elements per airfoil. 

Shown in Fig. 3 is the computed unsteady lift acting on 
the three blade rows as a function of time. These results were 
computed using the coupled mode analysis with 1, 11, and 27 
spinning modes. (The 27-mode solution is nearly identical to 
the 11-mode solution, and is omitted from the figure for clarity.) 
Also shown is the unsteady lift calculated using the vortex-
lattice time-domain simulation. Here the lift is nondimension
alized by J)Vh0c, where p is the mean static density, V is the 
mean flow velocity as viewed in the blade row's frame of refer
ence, c is the chord of the airfoils in the specified row, and h0 

is the amplitude of plunging of the rotor blades. 

After the initial transients associated with the start-up of the 
vortex-lattice simulation have subsided, the agreement between 
the vortex-lattice simulation and the coupled mode analysis is 
quite good, especially for the 11- and 27-mode cases. The minor 
discrepancies are seen to have a high frequency content. The 
agreement is not exact because only a finite number of the 
infinite number of spinning modes that participate in the solution 
have been included in the coupled mode model. Nevertheless, 
even the one-mode case shows the correct low-frequency behav
ior (this frequency corresponds to the original blade vibration 
frequency). These results demonstrate several important points. 

Table 2 Indices of spinning modes used for coupled mode analysis of 
multistage compressors: N = n,B, + n2B2 + nJ3a 

Mode (ni,n2,n3) Mode (711,712,713) 

1 ( 0, 0, 0) 14 (-1.-2.+1) 
2 ( 0,-1, 0) 15 (+1,-2, 0) 
3 (-1, 0, 0) 16 (-1.+1.-1) 
4 ( 0.+1.-1) 17 ( 0.+2, 0) 
5 (+1.-1, 0) 18 (0,-2,+n 
6 ( 0, 0,-1) 19 (+1, 0,-1) 
7 (-1.+1. 0) 20 (-1.+2.-1) 
8 ( 0.-1.+1) 21 (+1.-2.+1) 
9 (+1, 0, 0) 22 (-1. 0.+1) 
10 ( 0,-1-1, 0) 23 ( 0.+2.-1) 
11 ( 0, 0.+1) 24 (+1.-1.+1) 
12 (-1.0,-1) 25 (-1.+2, 0) 
13 ( 0 - 2 , 0) 26 (+1.+2-1) 

27 (+1, 0.+1) 
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Fig, 3 Unsteady lift histories on the reference airfoils of Configuration 
C (stator/rotor/stator). Rotor blades vibrate in plunge with <r0 = 90 deg, 
o>o = 0.5. D , uncoupled; , 1 mode; , 11 modes; 

, vortex-lattice code. 

First, a small number of the infinite set of possible spinning 
modes provide most of the coupling between the blade rows. 
Second, the coupled mode analysis exhibits mode convergence. 
As more spinning modes are included in the model, the solution 
converges to the exact solution. Third, if one is interested in 
the response at the original excitation frequency, e.g., for aero
dynamic damping calculations, then engineering accuracy re
sults may be obtained with as few as one spinning mode. Fourth, 
and finally, the unsteady aerodynamic response of the rotor 
to blade vibration is significantly altered by the presence of 
neighboring blade rows. 

3.2 Multistage Configuration D. Having validated the 
coupled mode analysis for incompressible flows, we next con
sider compressible flows in the two and one-half stage compres-

Rotor Stator Rotor Stator Rotor 

Fig. 4 Configuration D, a two-dimensional, two and one-half stage com
pressor with rows of NACA four digit series airfoils 

sor section shown in Fig. 4, denoted here as Configuration D. 
The airfoils of each blade row of the compressor are NACA 
four digit series airfoils. In most instances, we will calculate 
the unsteady flow through the middle three blade rows of this 
configuration (one and one-half stages). Later, the first and last 
blade rows will be included to create a full two and one-half 
stage machine. As shown in Fig. 4, the blade rows are closely 
spaced, as is typical in modern compressors. The specific geom
etry for the compressor is given in Table 3. As before, lengths 
have been nondimensionalized by the aerodynamic chord c of 
the rotor blades of the middle rotor, velocities by the relative 
inflow velocity Vle, at Station 2, and pressures by the quantity 
pVi, at Station 2. 

Shown in Fig. 5 is the computed steady pressure distribution 
on the surface of the blades of the middle blade row. The grid 
used for this calculation was an H-grid with 129 X 33 grid 
points (129 nodes in the streamwise direction, and 33 nodes in 
the normal direction). This same grid resolution was used to 
compute the steady and unsteady flow solutions in all the blade 

Table 3 Cascade parameters for Configuration D, a two and one-half 
stage compressor composed of NACA four digit series airfoils 

Station or Row 0 1 2 3 4 5 
Type of Blade Row — Rotor Stator Rotor Stator Rotor 

Number of Blades, B — 26 32 40 50 62 
NACA 4-Digit Airfoil — (3.5)506 (4.5)506 (4.5)506 (4.5)506 (4.5)506 

Chord — 1.539 1.25 1.0 0.8 0.645 

Circumferential Gap, G — 1.231 1.0 0.8 0.64 0.516 

Axial Gap, Ax — 0.31 0.25 0.20 0.16 — 
Kel 1.112 0.744 1.000 0.609 0.919 0.531 

V.b, 0.780 0.959 0.630 0.926 0.562 0.906 

M„, 0.829 0.535 0.700 0.414 0.609 0.344 

Mab. 0.581 0.689 0.441 0.629 0.373 0,586 

Flow Angle, aroi (deg) -52.0 ^10.0 -60.0 -45.0 -65.5 -50.5 

Flow Angle, a„bfl (deg) 28.6 53.5 37.5 62.3 47.3 68.1 

Stagger Angle, 0 (deg) — -M 43 ^19.5 52 -55 
Static Pressure, P 0.939 1.213 1.458 1.797 2.131 2.524 

Total Pressure, PT,M,I 1.473 1.473 2.022 2.022 2.739 2.739 

Total Pressure, Priab» 1.180 1.666 1.666 2.346 2.346 3,185 
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Fig. 5 Steady pressure distribution on surface of airfoils of middle rotor 
of Configuration D compressor at design condition 

rows. For the cases considered in this paper, the flow throughout 
the multistage compressor is entirely subsonic. 

The first unsteady example considered for Configuration D 
is an aerodynamic damping calculation where the middle three 
blade rows (one and one-half stages) are retained in the model. 
The blades of the middle rotor are prescribed to vibrate in 
plunge normal to the blade chord with a reduced frequency u>0 

of 0.5 for a range of interblade phase angles a0. The unsteady 
aerodynamic response was computed using the coupled mode 
analysis with 0, 1, 11, and 27 spinning modes (see Table 2). 
The 0-mode case corresponds to an isolated blade row (no 
interrow coupling). 

Figure 6 shows the computed unsteady pressure on the sur
face of the reference blade of the rotor for the case where a 
single mode is used to couple the three blade rows. Also shown 
is the pressure distribution for the uncoupled case. Here, the 
pressure is nondimensionalized by pVh0, where j5 and V are the 
mean static density and flow velocity as viewed in the rotor's 
frame of reference, and h0 is the amplitude of the plunging 
velocity of the reference blade of the rotor. Using this nondi-
mensionalization, it is the real part of the unsteady pressure that 
contributes to aerodynamic damping. Note that the coupled and 
uncoupled pressure distributions differ substantially. In this 
case, the damping of the rotor in the presence of the neighboring 
stators is much larger than the damping of the same rotor iso
lated in an infinitely long duct. 

One can integrate the unsteady pressure distribution on the 
surface of the airfoil to obtain the unsteady lift. Figure 7 shows 
the real and imaginary part of the computed unsteady lift. In 
general, the unsteady lift will contain many frequencies due to 
the scattering of modes and subsequent shifting of frequencies. 
However, we have plotted only the component of the lift that 
has the same frequency and interblade phase angle as the blade 
motion since this is the only part that does modal work on the 
vibrating airfoils, and hence is the only part that contributes to 
aerodynamic damping. The unsteady lift is nondimensionalized 
by pVTah0c where the steady flow quantities are taken to be 
those at Station 2, c is the chord of the middle rotor, and h0 is 
the amplitude of the plunging velocity of the reference rotor 
blade. Using this nondimensionalization, the aerodynamic 
damping is negative whenever the real part of the lift is greater 
than zero. 

For small interblade phase angles, the presence of the stators 
has had an aeroelastically destabilizing effect on the rotor. In 
other regions, for example near an interblade phase angle <y0 of 
60 deg, the isolated blade row calculation seriously underpre-
dicts the aerodynamic damping. This is an important result. The 
aerodynamic damping of a blade row that is part of a multistage 
machine can be significantly different from that predicted using 
an isolated blade row model. 

The results shown in Fig. 7 demonstrate that the Coupled 
Mode Method displays mode convergence, i.e., as the number 
of spinning modes in the model is increased, the computed 
unsteady lift converges to a fixed value. Furthermore, only a 
relatively small number of spinning modes need to be retained 
to obtain good estimates of the aerodynamic damping. In fact, 
for this example, engineering accuracy is achieved with just 
one mode. 

Another interesting feature of Fig. 7 is that the coupled un
steady aerodynamic damping curves have numerous slope dis
continuities, whereas the uncoupled aerodynamic damping 
curve has just four. For the uncoupled (isolated blade row) 
case, these discontinuities correspond to the four interblade 
phase angles at which duct modes are cut on (acoustic reso
nances) upstream and downstream of the blade row for the 
prescribed blade vibration frequency. For the coupled case, 
many more acoustic resonance points appear. These new reso
nance points appear for at least three reasons. First, there are 
now multiple frequencies and nodal diameters present in the 
response owing to frequency shifting and mode scattering. Thus, 
there will be new sets of acoustic resonances for each discrete 
frequency in the response. Second, even if a specific mode is 
not at a resonance condition, if any member of that mode's 
scatter group passes through a resonance, all of the transmis
sion/reflection coefficients of all the modes in the scatter group 
will change abruptly. Third, each blade row does mean turning 
of the flow, causing each of the interrow flow regions to have 
different properties, including acoustic resonance points. The 
acoustic resonance points of the one and one-half stage com
pressor are identified with vertical lines in Fig. 7. Overall, the 

0.0 0.2 0.4 0.6 0.8 1.0 
Distance Along Chord, x/c 

Fig. 6 Fundamental harmonic of unsteady surface pressure on refer
ence airfoil of middle rotor of Configuration D. Three blade row case, 
plunging excitation with (ir0, w0) = (60 deg, 0.5). - U - , uncoupled; 
——A , one mode coupling. 
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Fig. 7 Fundamental harmonic of unsteady lift acting on reference airfoil 
of middle rotor of Configuration D. Three blade row case, plunging exci
tation with wo = 0.5. , uncoupled; , 1 mode; D, 11 modes; A, 
27 modes. 

agreement between the actual (vertical lines) and computed 
(slope discontinuities) resonance points is quite good. The lack 
of agreement at some of the higher interblade phase angles may 
be due to a lack of grid resolution required to analyze spinning 
modes with high frequencies and short wavelengths. This prob
lem is not a deficiency of the coupled mode analysis, but rather 
truncation error associated the individual blade row flow solver 
(this problem also occurs with time-marching codes). 

Next, to determine the relative importance of multistage ef
fects compared to real blade effects (camber, thickness, etc.), 
we defined an "equivalent flat-plate compressor." This com
pressor is similar to Configuration D, except that the airfoils in 
each row have been replaced with flat plates with the same 
aerodynamic chord. The equivalent flat-plate compressor does 
no work on the fluid. Thus, the mean flow is uniform with flow 
properties equal to those at Station 2 (the inlet conditions to 
the reference rotor) of Configuration D. Finally, the stagger 
angles of the blades are adjusted to be aligned with the relative 
mean flow in each blade row. Shown in Fig. 8 is the computed 
unsteady lift for Configuration D and the Equivalent Flat-Plate 
Compressor for plunging motion of the middle rotor blade with 
a reduced frequency w0 of 0.5. As expected, the unsteady lifts 
for these two configurations differ somewhat. However, the 
differences are smaller than the differences between the coupled 
and uncoupled solutions of Configuration D (see Fig. 7) . In 
other words, multistage effects can have a larger impact on 
aerodynamic damping than real blade effects. 

If multistage effects can indeed influence the aerodynamic 
damping of a rotor, as suggested by the previous results, then 
it may be possible to use the axial spacing between blade rows 
as a passive means for improving the aeroelastic performance 
of a rotor. Figure 9 shows the real part of the unsteady lift for 
Configuration D due to plunging motion of the middle rotor as 
before, but for several values of axial spacing between the rotor 
and the neighboring stators (these results were computed using 
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-90 -45 0 45 90 
Interblade Phase Angle, o, (deg) 

180 

Fig. 8 Fundamental harmonic of unsteady lift acting on reference airfoil 
of middle rotor of one and one-half stage compressor. Three blade row 
case, plunging excitation with <o0 = 0.5. Configuration D: , 1 mode; 
D, 27 modes, equivalent flat-plate compressor: , 1 mode; A, 27 
modes. 

one mode coupling). As the axial gaps are varied, the unsteady 
lift (aerodynamic damping) takes on a wide range of values. 

Finally, we consider the influence of blade rows beyond the 
two neighboring stators. For this final example, we include the 
upstream and downstream rotors of Configuration D. Figure 10 
shows the computed unsteady lift where all five blade rows 
have been modeled (we also show the isolated blade row model 
and the previous three blade row model for comparison). 

-180 -135 -90 -45 0 45 90 
Interblade Phase Angle, c, (deg) 

135 180 

Fig. 9 Fundamental harmonic of unsteady lift acting on reference airfoil 
of middle rotor of Configuration D for various axial spacings between 
blade rows. Three blade row case, plunging excitation with &>0 = 0.5. 
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Fig. 10 Fundamental harmonic of unsteady lift acting on reference airfoil 
of middle rotor of Configuration D for plunging excitation with <o0 = 0.5. 

, uncoupled; A, three blade rows; • , five blade rows. 

Eleven spinning modes were used to couple the blade rows. 
Over most of the interblade phase angle range, the three and 
five blade row solutions are nearly the same. For interblade 
phase angles between about 20 and 100 deg, however, the addi
tion of the outer two rotors has a modest influence on the 
aerodynamic damping of the middle rotor. Nevertheless, the 
nearest two stators clearly have the strongest influence on the 
unsteady aerodynamic behavior of the rotor. Hall and Silkowski 
(1997) have shown that additional blade rows (beyond five) 
have very little influence on the unsteady lift on the middle 
rotor. The physical explanation for this is that vortical and 
acoustic waves tend to be diminished as they travel from one 
blade row to the next. This is because transmission and reflec
tion coefficients are usually less than unity. Furthermore, many 
of the acoustic waves are cut-off. 

3.3 Computational Requirements. The computational 
time rcpu required to solve a series of unsteady multistage prob
lems can be approximated by 

hPu » M-(ts + MpMmtu) (44) 

where M is the number of blade rows, Mm is the number of 
spinning modes used in the multistage calculations, Mp is the 
number of original interblade phase angles a0 and/or frequen
cies UJ0 considered, ts is the computational time required to 
compute the steady flow in a single blade row, and tu is the 
computational time required to compute the unsteady response 
of a single blade row to unsteady excitations of a single spinning 
mode. As an example, consider the results shown in Fig. 7 
computed using 11 spinning modes (Mm = 1 1 ) . For this exam
ple M = 3 and Mp = 41. Using a Silicon Graphics Indigo 
(R4400) workstation, we found that ts = 1475 s and t„ = 51 s. 
Thus, to generate all 11 spinning mode results shown in Fig. 7 
required approximately 20.4 h of CPU time. 

4 Summary and Conclusions 

In this paper, we have presented a coupled mode analysis— 
a technique for calculating the unsteady aerodynamic response 
of a blade row which is embedded in a multistage machine. 
Using this approach, the problem is first subdivided into a num
ber of simpler problems, that is, finding the response of the 
individual blade rows in isolation at a number of frequencies 
and interblade phase angles. These individual solutions are then 
used to form a fairly small sparse matrix equation that describes 
the unsteady aerodynamic response of the multistage machine. 

Based on the numerical results computed to date, we can 
make the following conclusions and observations: 

1 The aerodynamic damping of a blade row that is part of 
a multistage machine can be significantly different from that 
predicted using an isolated blade row model. This is an im
portant result since virtually all unsteady aerodynamic theories 
currently used in industry assume that the blade row can be 
modeled as isolated in an infinitely long duct. 

2 A good estimate of the aerodynamic damping can be 
obtained using just a few spinning modes in the model. In fact, 
most of the unsteady aerodynamic coupling between blade rows 
occurs in the fundamental spinning mode, that is, the spinning 
mode associated with the original disturbance. Scattered modes 
are relatively less important. 

3 For a typical compressor geometry, multistage effects can 
have a larger impact on aerodynamic damping than real blade 
effects. (This may not be true in the case of turbine blades, 
where the turning is much larger.) Given the state of the art in 
unsteady aerodynamic theories, this suggests that more effort 
should be devoted to understanding multistage physics. 

4 The two neighboring stator blade rows adjacent to a rotor 
have the strongest influence on the unsteady aerodynamic re
sponse of the rotor. The next nearest blade rows are less im
portant, but can still have a modest influence. 

5 The coupled mode analysis is computationally very effi
cient. For example, to compute the aerodynamic damping of a 
rotor embedded in a one and one-half stage compressor section 
(Configuration D) at a single reduced frequency and interblade 
phase angle using a single spinning mode required just 153 s 
of CPU time on a Silicon Graphics Indigo (R4400) workstation. 

6 The coupled mode analysis is flexible and well-suited 
for certain parametric design studies. For example, once the 
reflection/transmission coefficients have been calculated for 
each of the blade rows of a given multistage machine, it is very 
inexpensive to recompute the aerodynamic damping for a range 
of axial or circumferential spacings between blade rows, or to 
compute the response to an incident wake instead of a prescribed 
blade vibration. Furthermore, because of the modular nature of 
the method, if a single blade row of a multistage machine is 
redesigned, one need only recompute the reflection/transmis
sion coefficients for the redesigned blade row, and then solve 
the small global matrix equation. Conventional time-marching 
simulations, on the other hand, would require a completely new 
computation of the entire multistage machine for any variation 
in geometry or excitation. 

7 It may be possible to use the multistage influence on 
aerodynamic damping to good effect. For instance, it may be 
possible in some cases to increase the aerodynamic damping of 
a rotor by altering the axial spacing between adjacent blade 
rows. 

Finally, we would comment that while the analysis presented 
in this paper has been entirely two-dimensional, we expect that 
multistage effects will strongly influence unsteady flows in real 
turbomachines, which are fundamentally three-dimensional. In
deed, unlike steady flows, which can to a good approximation be 
computed using two-dimensional isolated blade row techniques, 
accurate predictions of unsteady flows will likely require a 
three-dimensional multistage analysis. The authors are currently 
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extending the present coupled mode analysis to three-dimen
sional flows. 
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A Three-Dimensional Turbine 
Engine Analysis Compressor 
Code (TEACC) for Steady-State 
Inlet Distortion 
The direct approach of modeling the flow between all blade passages for each blade 
row in the compressor is too computationally intensive for practical design and 
analysis investigations with inlet distortion. Therefore a new simulation tool called 
the Turbine Engine Analysis Compressor Code (TEACC) has been developed. TEACC 
solves the compressible, time-dependent, three-dimensional Euler equations modified 
to include turbomachinery source terms, which represent the effect of the blades. The 
source terms are calculated for each blade row by the application of a streamline 
curvature code. TEACC was validated against experimental data from the transonic 
NASA rotor, Rotor IB, for a clean inlet and for an inlet distortion produced by a 
90-deg, one-per-revolution distortion screen. TEACC revealed that strong swirl pro
duced by the rotor caused the compressor to increase in loading in the direction of 
rotor rotation through the distorted region and decrease in loading circumferentially 
away from the distorted region. 

Introduction 

Modern high-performance military aircraft are subjected to 
rapid flight maneuvers, which place great operational demands 
on their air-breathing gas turbine engines. One component of 
the engine that is particularly sensitive to the fluid dynamic 
transients that result from rapid aircraft maneuvers is the com
pressor. The compressor should operate in a stable manner dur
ing all aspects of flight. However, rapid flight transients cause 
the inlet to produce a highly distorted total pressure flow field 
to the compressor inlet. High distortion levels may cause the 
compressor to surge at high rotational speeds or slip into rotating 
stall at lower rotational speeds (AIR-1419, 1983). Since total 
pressure distortion is the primary reason for reaching the engine 
stability limit, its effects on system performance and operability 
need to be understood. 

Distortion imposed on a circumferentially swirling flow was 
shown by Greitzer and Strand (1978) to have a three-dimen
sional nature, which is fundamental to the development of both 
inlets and compressors. Design or analysis engineers are inter
ested in understanding the details of the flow field to determine 
the effects of inlet total pressure distortion on the compressor. 
One way to quantify the effects of distortion is to test for that 
effect in a ground test facility. Currently, the inlet and engine 
are tested separately. Typically, the aircraft fuselage is too big 
to fit in a wind tunnel. A forebody simulator is used in conjunc
tion with the inlet to characterize its flow field. The forebody 
simulator is designed to produce a flow field at the inlet refer
ence plane (IRP) similar to the flow field produced by the 
aircraft (Fig. 1). 

Screens are constructed to capture the most severe dynamic 
patterns produced by the inlet and are then placed in front of 
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the engine to measure the loss of stall margin produced by the 
steadyrstate inlet distortion (AIR-1419, 1983). However, it is 
expensive to instrument a compressor and perform the necessary 
number of tests to understand the compressor flow field ade
quately. Therefore, numerical simulations have been developed 
to support the testing community. 

Parallel compressor theory has been used successfully to de
velop an understanding of compressor performance with inlet 
distortion. Parallel compressor theory models the compressor 
with multiple circumferential segments and a uniform exit back 
boundary condition. Parallel compressor theory is restricted to 
simple inlet distortion patterns and is consistently conservative 
at estimating the stability limit. Investigators have made exten
sive modifications to parallel compressor theory through model
ing techniques to account for the transfer of mass, momentum, 
and energy transfer between segments (Korn, 1974; Steenken, 
1983; Mazzawy, 1977; Longley and Greitzer, 1992; Kimzey, 
1977; Shahrokhi, 1995). 3D simulations have recently been 
developed that automatically account for the transfer of conser
vation properties (Billet et al., 1988; Tan, 1996). However, 
these investigations have been restricted to incompressible flow 
or low-speed compression systems. There is still a need to de
velop a three-dimensional compression system to investigate the 
effects of complex inlet distortion on a high-speed compression 
system. 

Therefore, a numerical simulation of inlet distortion has been 
developed and is called the Turbine Engine Analysis Compres
sor Code (TEACC). TEACC is a direct extension of previous 
work by the author (Hale et al., 1994) and solves the compress
ible three-dimensional Euler equations over a finite-volume grid 
domain through each blade row. The Euler equations are modi
fied to include turbomachinery source terms, which model the 
effect of the blades. The turbomachinery source terms are bleed, 
blade forces in the three Cartesian directions, and shaft work. 
The source terms are calculated for each circumferential grid 
section of each blade row by the application of a streamline 
curvature code. A methodology was developed for distributing 
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Forebody Simulator 

AIP Inlet Distortion on Engine Stability 

Fig. 1 Engine screen developed to duplicate distortion 

the turbomachinery source terms axially, radially, and circum-
ferentially through the bladed region. 

a. NPARC 

b. SLCC c. TEACC 

Fig. 2 Overall TEACC methodology 

Overall Approach to TEACC 
The overall TEACC development methodology is conceptu

ally presented in Fig. 2. A general purpose three-dimensional 
flow simulation computer code (NPARC, Cooper and Sirbaugh, 
1989) is modified to accept turbomachinery source terms by 
semi-actuator disk theory. These turbomachinery source terms 
are calculated using a streamline curvature code (SLCC, 
Hearsey, 1970). TEACC is constructed by combining the tech
nology of solving the Euler equations (NPARC) modified to 
include source terms and the technology of calculating the 
source terms (SLCC) to produce a time-dependent turboma
chinery simulation with the capability of analyzing inlet distor
tion. 

Governing Equations. The governing equations used in 
TEACC are developed by applying the conservation of mass, 
momentum, and energy. In turbomachinery flows, the viscous 
effects predominate mostly along the wall, making accurate 
simulation of the flow field away from the wall possible by 
using the Euler equations with turbomachinery source terms 
(Longley and Greitzer, 1992). The equations of fluid motion 
using the thermally and calorically perfect ideal gas assumption 
with turbomachinery source terms are: 

dQ dE dF dG _ 

dt dx dy dz 

2 
Q = 

p 
pu 
pv 
pw 
.pe, 

E = 

pu 
pu2 + P 

puv 
puw 

_pe, + Pu. 

pv pw "Ki 

pvu 
pv2 + P 

pvw 
(pe, + P)v_ 

; G = 
pwu 
pwv 

pw2 + P 
ipe, + P)w_ 

; s = 
SFX 

Sfy 

SFZ 

Alt' 

The volumetric turbomachinery source terms are: (1) bleed 
per volume, (2) forces in the x, y, and z directions per volume, 
and (3) rate of shaft work per volume. The techniques for 
calculating these source terms from the SLCC are developed 
later in this paper. 

TEACC Boundary Conditions. The time-dependent Euler 
equations with source terms define a hyperbolic in time and an 
elliptic in space system of equations requiring a full set of 
boundary conditions specified at all boundaries. The boundary 
conditions used with NPARC are explicit. The inflow boundary 
condition is based on reference plane characteristics, and the 
total pressure and total temperature at the inlet are specified. 
Inlet flow directions are assumed to be normal to the boundary. 
The exit boundary condition is a variable static pressure capable 
of supporting the exit profile of strong swirl. The exit static 
pressure is calculated by specifying a single value and imposing 
the static pressure profile of the adjacent upstream station on 
the exit. The wall boundary conditions are assumed to be slip 
wall; the normal velocity components are set equal to zero at 
the solid walls. A rotationally periodic (wrap-around) boundary 
condition is used in the circumferential direction, where the 
circumferential seam of the grid was overlapped by one circum
ferential segment. 

N o m e n c l a t u r e 

cp = constant-pressure specific 
heat 

E, F , G = flux vectors 
e = internal energy and kinetic 

energy per mass 
F = component of force 
F = force 
m = rate of mass flow 
P = pressure 
Q = conservation variables 
R = ideal gas constant 

Residual = vector representing the value 
of the explicit part of the im
plicit discretized conserva
tion equations 

r = radial direction 
S = component of the source 

vector 
S = source vector 

SW = rate of shaft work 
T = temperature 
u = velocity in the x direction 

x,y 

V = component of velocity 
V = velocity 
¥ = volume 
v = velocity in the y direction 

w = velocity in the z direction 
, z = Cartesian right-handed coordi

nate directions 

Subscripts 
b = bleed 
t = total 
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Fig. 4 Modifications to SLCC for calculating source terms 

TEACC Solution Procedure. TEACC's and NPARC's so
lution procedures are the same, solving the governing equations 
with the Beam and Warming approximate factorization algo
rithm (Beam, 1976) to obtain a flow-field solution. These equa
tions are consistently discretized with central differences to pro
duce an implicit algorithm. The governing equations were cast 
in strong conservation form to keep global conservation, even if 
strong shocks are present. The technique of Pulliam and Steger 
(1980) to implement the Beam and Warming implicit algorithm 
was incorporated to diagonalize the implicit matrices, requiring 
a pentadiagonal solver. Since this is a central difference algo
rithm, artificial dissipation is included for stability. NPARC 
uses the Jameson-style (Jameson et al., 1981) improved shock-
capturing artificial dissipation. TEACC, as well as NPARC, 
uses the time-stepping method to achieve steady state. There 
are two criteria used to verify TEACC's convergence to steady 
state. First, the L2 norm of the residual is dropped to machine 
zero, defined as: 

Residual I ( I Residual?) 

n = number of nodes. The second criterion used to verify 
TEACC's convergence to steady state is to monitor key vari
ables of interest and verify they no longer vary as TEACC 
continues to iterate. 

Turbomachinery Source Terms 
Three-dimensional blade force and rate of shaft work terms 

are supplied by a streamline curvature code (SLCC). The SLCC 
is based on a radial redistribution of blade force and shaft work 
producing an "axisymmetric flow with swirl" in the form of 
streamlines. Necessary inputs include overall geometry, blade 
geometry, and loss and deviation correlations. These correla
tions are obtained from experimental data. A typical SLCC grid 
illustrated in Fig. 3 extends far upstream and far downstream 
of the compressor. 

Axial stations are chosen to include the inlet and exit of the 
blades and other convenient stations to allow a proper resolution 
of the flow field. Boundary conditions are required around the 
computational domain, with the outer casing and inner center-
body treated as streamlines. The boundary conditions are inlet 
total pressure, inlet total temperature, and inlet swirl angle with 
curvature set equal to zero at both the inlet and exit. A particular 
operating point is established by specifying the rotor speed and 
overall mass flow. 

The radial momentum equation was developed from the Euler 
equations by assuming that entropy and enthalpy do not change 
along streamlines except as prescribed across the blades by the 
loss and deviation correlations. The set of conservation equa
tions are simplified by replacing the axial momentum and the 
energy equation with AS = 0 and AH = 0. The remaining two 
equations, continuity and radial momentum, are solved simulta
neously at each axial station. 

Modifications of the SLCC Technique. For the TEACC 
simulation to be responsive to the local change in total pressure 
due to inlet distortion and capable of modeling transients, the 

SLCC must be restricted to a small axial region on either side 
of the blades. Since the SLCC is a subsonic flow solver, it needs 
a full set of boundary conditions around its domain. The SLCC 
boundary conditions of inlet and exit curvature, overall mass 
flow, swirl angle, total temperature, and total pressure are calcu
lated from the TEACC flow field. Figure 4 is included to show 
the truncated grid in which the SLCC is restricted to operate. 

Although the boundary conditions are of the same type in 
this new mode of operation as they were before the grid was 
truncated to the blades, they are now more complicated since 
they are no longer uniform but a function of the time-dependent 
TEACC flow field around the blades. 

The boundary conditions for the modified SLCC technique 
are outlined below for the computational domain specified in 
Fig. 4. Inlet and exit curvature provided by the three-dimen
sional integrator are calculated from a circumferential projection 
of the flow field onto a circumferential slice (axial-radial 
plane). This is effectively the same as calculating streamline 
curvature from only the axial and radial velocity components 
of the three-dimensional transient velocity flow field. Curvature 
is calculated as a function of local velocity and acceleration. 
Overall mass flow rate as a boundary condition to the SLCC is 
calculated from the three-dimensional flow field just upstream 
of the bladed region by the integration of mass for each circum
ferential segment. The mass flow rate of each circumferential 
segment is summed together to calculate overall mass flow. A 
radial distribution of swirl angle is calculated from the TEACC 
solution at the blade inlet and defined as the arc-tangent of 
tangential velocity divided by axial velocity. The total tempera
ture and total pressure at the inlet are calculated by using the 
conservation variables, ideal gas relations, and the compressible 
form of the stagnation definitions at the inlet of each control 
volume. 

Technique to Calculate Turbomachinery Source Terms. 
The source term calculations are performed after the SLCC 
converges to a steady-state solution through the bladed region. 
The technique for calculating turbomachinery source terms uses 
control volumes within the bladed region and applies steady-
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Blade Forces 
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Fig. 5 Turbomachinery blade force calculations 
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Fig. 6 Interpolation of radial distribution of source terms 

state conservation laws across each control volume. Since the 
conservation of angular momentum is maintained in the axisym-
metric solution of the SLCC, a radial distribution of circumfer
ential velocity vectors are produced. Cartesian control volumes 
are constructed over a circumferential segment of the bladed 
region from streamlines and overall blade geometry with veloci
ties and pressures known on all surfaces from streamline calcu
lations. A simplifying assumption that the top and bottom sur
faces of each control volume are streamsurfaces is incorporated 
since mass, momentum, and energy do not cross a streamsur
face. The turbomachinery forces are calculated from a control 
volume analysis and the streamsurface assumption by the pres
sure area forces and the inertial forces (Fig. 5). 

Methodology to Implement Source Terms Into 
TEACC 

With the TEACC-supplied boundary conditions, the SLCC 
produces an axisymmetric solution through the bladed region 
in the form of streamsurfaces, which are constructed into control 
volumes to calculate turbomachinery source terms. A methodol
ogy for distributing the sources radially, circumferentially, and 
axially through the grid packed region through the blade was 
developed. 

Radial Interpolation of Turbomachinery Source Terms. 
To implement these source terms into TEACC, a radial interpo
lation technique was derived. A radial distribution of sources 
is constructed by selecting the radius at the center of each SLCC 
source control volume (Fig. 6 (a ) ) . This radius is nondimen-
sionalized by the radial extent of the inner and outer casing in 
the axial center of the blade (Fig. 6(b)). 

A spline is used to interpolate these source terms to TEACC 
along a single circumferential segment of the bladed region. A 
radial distribution of TEACC control volumes is defined 
through the bladed region using the existing grid structure as 
shown in Fig. 6(c) . The radius is nondimensionalized by the 
radial extent of the inner and outer casing in the middle of the 
bladed region. A radial distribution of TEACC source terms is 
acquired by interpolating the fixed TEACC volume centers onto 
the function of sources developed earlier from the SLCC as 
shown in Fig. 6(d). 

Circumferential Distribution of Turbomachinery Source 
Terms. The circumferential distributions of turbomachinery 
source terms are calculated by a direct application of the SLCC 
in each circumferential grid segment. For a distorted inlet up
stream of the compressor, a circumferential inlet distortion is 
imposed on the system, as in Fig. 1(a). This distortion affects 
the adjacent flow field, and Fig. 1(b) shows that this circumfer-

PT4 

PT7 PT6 

Circumferential distor
tion pattern 

- * - z 

b. Distortion at the com
pressor Inlet 

Radius 

c. Streamline curvature 
solutions 

d. Interpolated source 
distribution 

Fig. 7 Circumferential distribution of source terms 

ential distortion, ignoring viscous effects, will persist up to the 
compressor inlet (Longley and Greitzer, 1992). The compres
sor's performance will be affected by this distortion, causing a 
nonuniform circumferential flow field. The modeling technique 
for acquiring a circumferential distribution of turbomachinery 
source terms applies the SLCC separately at each circumferen
tial segment, as shown in Fig. 7(c) . The SLCC is sensitive to 
the changing demands to the flow field because it acquires its 
boundary conditions immediately upstream and downstream of 
each circumferential segment. Therefore, the SLCC interpolates 
a new radial distribution of turbomachinery source terms, sensi
tive to the changing flow field for each circumferential segment 
as shown in Fig. 1(d). With a more complex inlet distortion 
pattern, the number of circumferential segments would be in
creased to maintain the high fidelity of the TEACC simulation. 

Axial Distribution of Turbomachinery Source Terms. 
The grid was packed through the bladed region to reduce the 
numerical error from strong flow gradients. This method means 
a great deal of freedom exists in how the sources should be 
distributed through the bladed region. The sources are distrib
uted conservatively through the bladed region by requiring that 
the sum of the sources distributed through the NPARC grid 
must equal the sum of the sources developed in the SLCC. A 
simple technique to investigate this problem was incorporated 
by using a weighting function, which could take on a variety 
of linear shapes. However, a uniform weighting function was 
found to be the most robust. 

Validation Results 

Rotor IB (Seyler and Gostelow, 1967) was chosen as the 
validation vehicle because it offered simplicity in the number 
of stages (one blade row), and it represented a compression 
system with a thorough analysis of clean and distorted inlet. 

Exit 

Flow 

Inlet Inlet Ref, Blade 

Fig. 8 Axial-radial view of three-dimensional grid modeling Rotor 1B 
and test facility 
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Fig. 9 Radial-circumferential view of three-dimensional grid for Rotor 1B 

Rotor IB is a high-performance transonic rotor similar to those 
found in modern high-speed aircraft. The rotor was designed 
with a multiple circular-arc blade shape, which was applied 
over the top 40 percent of the blade while a double circular-
arc construction was employed for the bottom 60 percent of the 
blade. With a hub-to-tip ratio at the rotor inlet of 0.5, the blade 
sections were long enough to require a midspan damper to 
maintain structural integrity during operation. Rotor IB con
sisted of 44 blades, producing a moderate solidity of 1.3 at the 
rotor tip. 

Grid Development. TEACC requires a fixed three-dimen
sional grid on which to resolve the conservation equations. A 
grid of 69 X 13 X 26 was constructed to model Rotor IB, 
where the inlet and exit of the blade were defined as slanting 
lines in Fig. 8. The grid was constructed with vertical grid lines 
in the vicinity of the screen to model the experimental distortion 
screen properly. Grid lines were smoothly packed to reduce 
numerical losses through the bladed region where the flow was 
known to have strong gradients. A radial-circumferential view 
of this base grid is presented in Fig. 9, where a cylindrical 
right-handed coordinate system has been used with uniform 
circumferential segments. An integer number of grid segments 
was constructed to conveniently model a 90-deg, one-per-revo-
lution inlet distortion. Each segment was 15 deg in circumferen
tial extent with a total of 24 segments within a circle (6 seg
ments in each quadrant). 

A grid density investigation was conducted by doubling the 
grid independently in each direction. This study revealed that 
the radial distribution of the flow field was unaffected by the 
increase in grid density. However, the error in overall total 
pressure ratio and efficiency was roughly halved by doubling 
the grid in the circumferential direction. This improvement was 
found to be directly related to halving the error in cross-sectional 
area and mass flow by doubling the circumferential grid. 

Clean Inlet Validation of TEACC 
TEACC was tailored to simulate Rotor IB by calibrating 

the streamline curvature code (SLCC) used to calculate the 

Symbol! Data 

TEACC 

- t -

Fig. 10 
data 

0 1 
Nondlmenslonal Corrected Mass Flow 

Clean inlet, overall pressure ratio compared with experimental 

0.95 

0.90 

0.85 

E 0.80 
ui 

0.75 + 

0.70 

Symbols Data 

TEACC 

°S? « y 90% * 100% 

70% 

•+ • •+ • 

Nondlmenslonal Corrected Mass Flow 

Fig. 11 Clean inlet, efficiency compared to experimental data 

1.0 T 

1.0 
Nondlmenslonal Radius p 

Fig. 12 Clean inlet, exit total pressure on the 100 percent speedline 

Max%dlf. = 1.0 

1.0 
Nondlmenslonal Radius Tip 

Fig. 13 Clean inlet, total temperature ratio on the 100 percent speedline 

! l °-4 

S z 0.2 
* Data 

— TEACC 

•+ • •+ • 
0.6 
Hub 

-H 
1.0 
TIP Nondlmenslonal Radius 

Fig. 14 Clean inlet, exit Mach number on the 100 percent speedline 

turbomachinery source terms. The calibration was done by spec
ifying a radial distribution of loss and exit relative flow angle 
from experimental data as a function of corrected mass flow 
and by specifying a radial distribution of blockage as a function 
of corrected mass flow. 

Calculated overall total pressure map of Rotor IB with a 
clean inlet is presented in Fig. 10 and compared with experimen
tal data. Four corrected speeds (50, 70, 90, and 100 percent) 
were available for comparison, with symbols presented for the 
experimental data and lines for the TEACC solution. In an 
overall sense, there is good comparison between TEACC and 
data. The maximum percent difference in total pressure ratio is 
less than 1 percent difference for each characteristic. 

TEACCs overall efficiency calculations for Rotor IB are 
compared with experimental data in Fig. 11. The overall shape 
and character compare well with the experimental data. Each 
efficiency curve has a peak value, which TEACC fails to reach, 
causing a maximum percent difference (for all speeds) between 
TEACC and experimental data of -2 .9 percent occurring at the 
50 percent corrected speedline. 
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Fig. 15 Clean inlet, exit static pressure on the 100-percent speedline 

Radial Comparison of TEACC With Data (Clean Inlet). 
A radial comparison was made with exit total pressure and total 
pressure ratio as presented in Figs. 12 and 13 for the 100 percent 
speed point near the design throttle line. The overall shape is 
quite complicated for total pressure, increasing from hub to tip 
with the hub calculations deviating the most from experimental 
data by —1.3 percent. The tip and overall shape are in good 
agreement with the experimental data. The total pressure ratio 
is compared with data in Fig. 13, where a wide radial range in 
total pressure ratio can be seen. There is good agreement (1.0 
percent difference) between TEACC and the experimental data. 
The exit static pressure and exit Mach number consistently 
support the strong distribution in total pressure ratio. As shown 
in Figs. 14 and 15, the exit Mach number and the exit static 
pressure are in good agreement with the experimental data, and 
the exit Mach number is fairly uniform. The exit static pressure 
varied consistently with the exit total pressure. The largest dif
ference for both exit Mach number and exit static pressure 
with experimental data is at the tip, where Mach number is 
underpredicted by 2.7 percent and static pressure is overpre-
dicted by 1.9 percent. The SLCC operates in the relative refer
ence frame where the relative Mach number was observed to 
be transonic. The TEACC simulation remains in the absolute 
reference frame where Mach number remained subsonic 
(Fig. 14). 

Distorted Inflow Validation of TEACC 
Rotor IB was tested with an inlet screen to quantify the 

effects of inlet flow distortion on its performance. Because the 
distortion data provided with Rotor IB were based on a 90-deg, 
one-per-revolution screen, a simulation of the screen was used 
in the TEACC simulation. For this study, TEACC was com
pared at three different corrected speedlines for a distorted inlet. 
A single distortion point on the 100 percent speedline was inves
tigated in great detail because radial and circumferential data 
were available. Overall performance of the distorted compressor 
is compared to experimental data as well as radial and circum
ferential distributions. 

Distortion Screen Modeling. To model the distortion 
screen, the porous wall boundary condition (Cooper, K., Jones, 
R., and Kincade, B., "NPARC Porous Wall Boundary Condi
tions," private communication and notes, May 1991; Pinker, 
1967) was used. The boundary condition is semi-empirical in 
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Fig. 17 Inlet total pressure distortion produced by the screen simulation 
at 100 percent corrected speed 

that experimental data have been taken across a variety of 
screens to establish a loss in total pressure as a function of 
Mach number, porosity, and Reynolds number. The value of 
total pressure at the exit of the screen was calculated from the 
continuity, energy equations (total enthalpy equal to a con
stant), and an empirical pressure loss coefficient. This general 
technique to simulate the effect of a distortion screen was incor
porated for all inlet distortion calculations. 

A single screen with a 90-deg, one-per-revolution pattern was 
designed to give a classical circumferential inlet total pressure 
inlet distortion to Rotor IB. At the 100 percent speed, the exper
imental data showed that the screen produced a total pressure 
loss of 15 percent from the clean inlet, which was duplicated 
for the TEACC simulation. Investigations were conducted 
through the middle of the four circumferential quadrants where 
the experimental data were taken. The screen was located in 
quadrant A (Fig. 16). The compressor rotates clockwise, caus
ing air to swirl in the direction of increasing quadrant letter (A, 
B, C, andD) . 

Illustrated in Fig. 17 are the radial characteristics of the dis
tortion screen simulation and comparison to experimental re
sults with experimental data in Fig. 17(a) and TEACC results 
in Fig. 11(b). The character of the flow field behind the screen 
has certainly been captured, with Quadrant A (90-deg distor
tion) clearly separated from the other three quadrants. The indi
vidual pressure drops for Quadrants B - D calculated by the 
screen simulator are clustered together and represent the mean 
of the data in these quadrants. Not enough experimental data 

0 

1.8 

1.7 

1.6 

Data Clean Inlet 

TEACC 
Symbol! Data Distorted Inlet 

100%. . . 

Intermittent "'•. 100%-TEACneeulta 
Stall Region ^~~S»-A ^ / 

1 
£ 
3 

1.5 

1.4 • 
V 

^ 1 0 0 % - Data Distortion 

i 
Q. 

1.3 

1.2 

50% - '"•v 
1.1 

1.0 

H > % - » * » ^ 
Distorted Data and TEACC Lay Close 
1 ( 1 

Nondlmensional Corrected Mass Flow 

Fig. 18 Distorted inlet, overall performance map with total pressure 
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Fig. 19 Distorted inlet, overall performance map with efficiency 

were available to explain the scatter in the experimental data 
adequately for Quadrants B-D. A possible explanation, how
ever, is that the scatter is a result of unsteadiness in the flow 
field upstream of the distortion screen. 

Overall Rotor IB Performance Comparison (Distorted 
Inlet). An overall total pressure ratio performance map for 
Rotor IB is presented in Fig. 18 for three corrected speeds of 
50, 70, and 100 percent. The clean speedlines are presented to 
give a proper orientation of the distorted data, with stall depicted 
for each speedline at its lowest corrected mass flow rate. A 
conservative, but simple, stalling criterion was imposed on the 
TEACC simulation. When any one of the circumferential seg
ments acquired a corrected mass flow that exceeded stall for 
the clean inlet, the compressor was considered stalled. Likewise, 
the TEACC simulation was halted when any one of the circum
ferential segments exceeded the clean inlet data on the choked 
end of the speedlines. These two restrictions define the distor
tion calculation limits presented for each speed in Fig. 18. 

For the two low-speed cases, the clean and distorted data lay 
close together. The extent in corrected mass flow rate is about 
the same for the simulation and the experimental distortion data. 
The maximum percent difference between TEACC results and 
experimental data at the lower speeds was approximately 2 
percent. The 100 percent speed is more interesting because 
the experimental data presented a region where the compressor 
intermittently stalled or remained stable with the imposed inlet 
distortion screen. The TEACC simulation predicted the cor
rected mass flow rate differently from reported experimental 
data by a maximum of 3 percent. The TEACC simulation maps 
out a range of corrected mass flow, which includes approxi
mately the middle of the intermittent stall region. 

Overall efficiency is compared to experimental data in Fig. 
19. In all cases TEACC predicts an efficiency that is higher than 
reported experimental data. The maximum percent difference 
between TEACC and the experimental data is located near the 
stall or choked portion of each corrected speed. The maximum 
percent difference between TEACC results and data are 6.9, 
4.5, and 5.9 percent difference for 50, 70, and 100 percent 
speeds, respectively. 

Radial Comparison of Compressor With Experimental 
Data (Distorted Inlet). This investigation now turns to an 
examination of TEACC results compared to experimental data 
behind the compressor. Exit total pressure (defined by the ratio 
of exit total pressure over the average screen inlet total pressure) 
versus compressor radius is plotted with experimental data in 
Fig. 20(a) and TEACC results in Fig. 20(b). Pressure ratio is 
characterized by a division between Quadrant A and the other 
three quadrants. TEACC does a good job of matching the char
acter of the exit total pressure in Quadrant A with experimental 
data. TEACC results agree with the experimental data in the 
general character of the other three quadrants and identifies 
Quadrant B with the largest exit total pressure. The experimental 
data also confirm the TEACC results and show that exit total 
pressure decreases steadily from Quadrant B to Quadrant D. 
Although the shapes of the other three quadrants are moving in 
the correct direction, the extent and scatter with pressure ratio 
are missing. The TEACC results in Quadrant A compare well 
with the experimental data, except for the hub point, which 
causes the maximum percent difference with pressure ratio 
equal to 6.15 percent. TEACC results compared to experimental 
data are too low for Quadrant B (6.82 percent) and too high 
for Quadrants C (5.86 percent) and D (8.64 percent). The 
highest maximum percent difference is within 8.7 percent in 
Quadrant D. 

The final comparison with experimental data is also behind 
the compressor (same reference location as exit total pressure). 
The ratio of total temperature at the compressor exit divided by 
the average total temperature at the screen inlet is compared to 
experimental data with data presented in Fig. 21(a) and TEACC 
results in Fig. 21 (b). Quadrant A is again characterized as 
having a greater slope than the other three quadrants, and 
TEACC does a good job identifying this overall flow character. 
TEACC correctly identifies that, in the nondistorted region, the 
exit total temperature was the highest in Quadrant B, with the 
other quadrants decreasing in value from Quadrants B-D. 
TEACC's calculations for the total temperature at the compres
sor exit have a greater spread in Quadrants B - D than for the 
exit total pressure. Comparisons also show that the hub of Quad
rant A is not as steep a slope as the experimental data, but the 
tip matches the data very well. Quadrants C and D match the 
data well, within 1.81 percent and 2.19 percent, respectively, 
and even Quadrant B matches the data well, except at a single 
tip point. The largest percent difference of TEACC with experi
mental data for exit total temperature is 6.60 percent. 

Effect of Swirl on the Compressor Performance With 
Inlet Distortion 

The circumferential velocity within the flow field caused by 
the high-rotor-speed compressor blade is a direct result of the 
compressor blade doing work on the flow. The blade causes a 
strong circumferential velocity, which establishes the location 
of the largest static and total pressure regions. The compressor 
exit total pressure is presented in Fig. 22. Notice that the highest 
value in total pressure is not in the center of the distorted region, 
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Fig. 21 Distorted inlet, exit total temperature on 100 percent speedline 

but has shifted clockwise and has its largest value near the tip. 
Displayed in Fig. 23 is exit total temperature, where it has 
shifted clockwise but is not as pronounced as the exit total 
pressure. Figure 24 presents the static pressure, which resembles 
that of the previously presented total pressure. The highest static 
pressure is close to the interface of Quadrants A and B. The 
velocity vectors can be converted to streamlines, which show 
the strong effect of swirl downstream of the compressor. 

The streamlines are shown in Fig. 25. A schematic of the 
distortion screen is presented to indicate inlet distortion (Fig. 
25(a)) ; Quadrant A is defined in the middle of the distorted 
region and Segment D is chosen to represent a segment just 
before the rotor begins to sweep through the distortion in Quad
rant D. An important distinction is that Quadrant A is in the 
distorted region, and Segment B is in the undistorted region. 

,1.0 

0.4 

Fig. 22 Exit total pressure distribution produced by 90 deg, one-per-
revolution screen on the 100 percent speedline 

,1.0 

E0.8 

Fig. 23 Exit total temperature distribution produced by 90 deg, one-per-
revolution screen on the 100 percent speedline 

The upper right-hand picture in Fig. 25(b) shows in simple 
terms how Quadrant A and Segment B behave on the compres
sor map. First, Segment B operates in the clean inlet region of 
the compressor, producing a pressure ratio with a high corrected 
mass flow, but Quadrant A operates through the distorted screen 
where the total pressure in front of the compressor is low, 
causing a reduction in corrected mass flow. Quadrant A operates 
higher on the compressor map closer to stall, which means that 
approximately 75 percent of the compressor operates near choke 
while 25 percent of the compressor operates near stall. The 
portion of the compressor operating behind the distortion pro
duces more work than any other part of the compressor. 

The streamlines in the bottom view of Fig. 25(c) tell more 
about the compressor operation. Segment B describes the 
streamlines to the right of the distorted region while the blade 
turns the flow strongly toward and behind the distorted region. 
The streamlines through the middle of the distorted region are 
represented by Quadrant A. Again, the compressor strongly 
swirls the flow, but the total pressure increase through the dis
torted region is greater than that of Segment B. The flow field 
at the compressor exit is convected clockwise by the swirling 
flow to an adjacent part of the compressor, and the streamlines 
in Segment B show that the lower total pressure fluid is con
vected behind the compressor in the distorted region. This is a 
further indication of the clockwise transport of total pressure 
attributable to the swirling flow, and an indication that the total 
pressure behind the compressor is not uniform, but increasing 
in the direction of flow rotation. The performance increase that 
begins at the distorted region increases the static pressure behind 
the compressor and convects total temperature and total pressure 
with the flow to an adjacent point behind the compressor. This 
action causes the adjacent point to further backpressure the 
compressor in this region, subsequently increasing its perfor-
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Fig. 24 Exit static pressure distribution produced by 90 deg, one-per-
revolution screen on the 100 percent speedline 
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Fig. 25 Streamlines showing pressure convected with the flow on the 
100 percent speedline with inlet distortion 
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Fig. 26 Circumferential transport of total pressure and total tempera
ture on 100 percent speedline 

mance and moving that region closer to stall. This increase 
implies that the swirl will cause the strongest backpressuring 
of the distorted region to be transported clockwise behind the 
adjacent nondistorted region (intersection of Quadrants A and 
B), increasing performance in this region and producing the 
largest total pressure found anywhere in the compressor, as 
shown in Fig. 22. Therefore, the total pressure increases clock
wise through the distorted region. 

The transport of total pressure and total temperature clock
wise through the compressor can be viewed in a slightly differ
ent way through Fig. 26. Here, a radial mass-weighted average 
of total pressure and total temperature is presented versus the 
circumferential extent at the upstream and downstream refer
ence locations. Inlet total pressure (Fig. 26(b)) to the compres
sor can be observed to have two different uniform regions, one 
behind the distortion screen (Quadrant A) and a higher value 
through the other three quadrants. The compressor exit total 
pressure increases steadily through the distorted region, with its 
highest value at the beginning of Quadrant B. The ratio of total 
pressure (Fig. 26(a)) also increases steadily in a clockwise 
direction through the distorted region, due to the compressor 
transportation of total pressure clockwise through the distorted 
region. This increases the static pressure behind an adjacent 
portion of the compressor in the clockwise direction, backpres
suring this portion of the compressor and producing a perfor
mance increase. This increased performance shows itself as an 
increase in total pressure ratio. 

A similar story can be constructed with total temperature at 
the compressor inlet and exit. The inlet total temperature to the 
compressor remains uniform in the presence of the screen, as 
shown in Fig. 26(d). The exit total temperature, like the exit 
total pressure, steadily increases clockwise through the distorted 
region. This means the total temperature ratio in Fig. 26(c) 
also increases through the distorted region. Total temperature 
ratio, just like total pressure ratio, reaches its largest value at 
the interface of Quadrant A and Quadrant B because of the 
swirl effect through the distorted region. 

Summary / Conclusions 

TEACC has been developed to model inlet distortion through 
the use of semi-actuator disk theory. This technique allows 
efficient computational grids that provide a practical solution 
for inlet distortion problems. TEACC was constructed by devel
oping a methodology to merge two proven technologies, 
NPARC and a SLCC, into a single turbomachinery simulation. 

TEACCs predictions with experimental data (Rotor IB) for 
a clean inlet compared within 1 percent for total pressure ratio 
and within 3 percent difference for efficiency. A radial compari
son of TEACC with experimental data also produced good re
sults. 

The distortion was produced with a 90 deg, one-per-revolu-
tion screen simulated by a boundary condition provided by 
NPARC. TEACC simulated Rotor IB over three speedlines and 
produced a total pressure ratio that compared within 3 percent 
of experimental data and an efficiency that compared within 7 
percent difference of experimental data. 

A radial comparison of TEACC results to experimental data 
revealed that TEACC models the overall character of the com
pressor well and does a particularly good job of predicting the 
magnitude and shape of exit total temperature and exit total 
pressure in the distorted region (Quadrant A). 

A detailed investigation of the compressor flow field was 
conducted to evaluate the effects of the distortion screen simula
tion and to compare these results with experimental data. The 
study revealed that strong swirl convects total temperature and 
total pressure with the flow in the direction of rotor rotation. 
This increase in total pressure produced an increase in static 
pressure in an adjacent part of the compressor that backpres-
sured the compressor, producing an increase in performance. 
Therefore, the greatest total pressure is produced in transition 
from distorted to undistorted flow regions. 

The TEACC development effort to simulate Rotor IB with 
inlet distortion has been very successful. The TEACC technique 
was developed for a single rotor and is expected to be immedi
ately expandable to multiple blade rows. TEACC is immediately 
recognized as a time-dependent solution technique that can be 
extended to investigate surge and rotating stall instabilities. 
TEACC is an ideal environment to investigate inlet compatibil
ity issues with the inlet and the compressor tightly coupled. 
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Active Stabilization of Axial 
Compressors With 
Circumferential Inlet Distortion 
This paper describes the first experimental validation of transfer function modeling 
and active stabilization for axial compressors with circumferential inlet distortion. 
The inlet distortion experiments were carried out in a three-stage low-speed compres
sor. Theory-experiment comparisons of steady performance, unsteady stall precur
sor, and forced response (transfer function) data were all used to assess a control-
theoretic version of the Hynes-Greitzer distorted flow model. The tests showed good 
agreement between theory and data and demonstrated that a priori predictions, based 
on geometry and steady-state performance data, can be used to design control laws 
that stabilize rotating stall with inlet distortion. Based on these results, active feedback 
control has been used to stabilize the inlet distortion induced instability associated 
with rotating stall onset. The stabilization allowed stall-free operation to be extended 
below the natural (distorted flow) stall point by up to 3.7 percent for a 0.8 dynamic 
head distortion. For a 1.9 dynamic head distortion, 40 percent of the mass flow range 
lost due to inlet distortion was regained through active control. The paper elucidates 
the difficulties associated with active control with distortion, and introduces a new 
control law that addresses many of these challenges. 

1 Introduction and Problem Definition 
The detrimental impact of distortion on compressor stability 

is well documented, both qualitatively and quantitatively [18, 
13]. Stall and surge safety margins can be severely degraded 
by inlet separation and other sources of inlet flow nonunifor-
mity. As such, a substantial percentage of the stall margin built 
into a compressor design specifically addresses the effects of 
inlet distortion. Further, especially in military engines, distorted 
flow is typically the situation under which instability is encoun
tered. 

The concept of active stabilization to improve compressor 
operating range has received wide attention (see, for instance, 
[4, 5]) , but a key question is whether improvements in op
erating range can be obtained by active stabilization in the 
presence of inlet distortion. Prior to this study, active stabiliza
tion of rotating stall has been demonstrated exclusively under 
"clean" inlet flow conditions—that is, steady-state operation 
of the compressor with circumferentially uniform flow. 

Circumferential distortion creates a nonaxisymmetric flow 
field in the compressor that fundamentally changes the nature 
of the control problem to be addressed. The nonuniform medium 
through which prestall waves travel causes more complex wave 
dynamics than in undistorted flow, because circumferential si
nusoids are no longer eigenmodes of the flow in the compressor 
annulus. The implication for control is that the system can no 
longer be viewed as a parallel interconnection of single-input 
single-output (SISO) systems (decoupling of sinusoidal eigen
modes ) as in past rotating stall research, such as that of Paduano 
et al. [17] and Haynes et al. [7] . With distortion the system is 
inherently multiple-input multiple-output (MIMO). 

Two related techniques will be brought to bear on control of 
compressors with inlet distortion in this paper. The first is mod
eling of the unsteady compression system behavior, which be
gan with the work of Moore [15] and Moore and Greitzer [16]. 
In these papers, hydrodynamic stability models for rotating stall 
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in compressors without distortion were derived. Based on this 
work, Longley [11], Hynes and Greitzer [8] , and Chue et al. 
[2] extended the model to the case with inlet distortion, and 
showed that many of the experimental features of distortion 
were captured by the method. We have further extended this 
model to include the effects introduced by Haynes et al. [7] , as 
well as forcing, and developed a state-space model for actuated 
compression systems with inlet distortion. 

The second set of methods we will apply are those of system 
identification and control theory. By incorporating high-band
width, distributed actuation into an experimental compressor, 
we are able to assess the fluid dynamic model more rigorously 
than has been possible in the past. We will capitalize on the 
measurements of Haynes et al. [7] to build a predictive model 
of the effects of distortion, and verify this model through system 
identification. We will then investigate the effectiveness of vari
ous control schemes to stabilize rotating stall and increase the 
compressor stable operating range with distortion. 

The paper is organized as follows. After briefly reviewing 
the effects of inlet distortion and describing the experimental 
setup, we verify our extension of the model of [8] against a 
detailed set of steady-state, unsteady, and input-output data. 
Second, we elucidate the main features of the active stabilization 
problem when distortion is present. Finally, we demonstrate 
that active stabilization can be achieved with distortion, and 
quantify the gains attained in our experiment. 

2 Compressor Response to Small Perturbations 
The basic tenet of the work described here is that instability 

and subsequent growth of small perturbation traveling waves 
lead to fully developed rotating stall. We thus briefly describe 
compression system response to these small perturbations. 

2.1 Uniform Flow. We start with a conceptual descrip
tion of the compression system without distortion. Figure 1 
shows the compressor annulus unwrapped into a two-dimen
sional setting, as is valid for compressors with high hub-to-tip 
radius ratio. The compressor is modeled as a high-solidity semi-
actuator disk. The flow in the upstream duct is considered irrota-
tional, and the flow in the downstream duct is rotational but 
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linearized (see Lavrich [10] for experimental justification of 
these assumptions). There is a plenum downstream of the com
pressor, but the dynamics associated with the plenum do not 
interact with the (linearized) rotating stall dynamics if there is 
no inlet distortion. A detailed description of the analysis for 
uniform flow can be found in Haynes et al. [7] . 

The flow variables at the compressor face can be expressed 
as Fourier series. For example, the axial velocity coefficient <p 
at the compressor face is given by 

<K8,t)= I j>n(t)e>m (1) 

where cj> is the axial velocity divided by the wheel speed cxl 
uw, 6 is the angle around the annulus, t is time, and ( r ) denotes 
the Fourier coefficients. If the flow far upstream is uniform, 
there is no coupling of waves of different harmonic number. In 
this situation Moore [14] has derived a simple relationship that 
holds independently for each of the Fourier coefficients of the 
unsteady perturbations: 

dcj)„ dtyc , 
!«\<50„ — fj, 

dt 
n * 0. (2) 

In Eq. (2) dijjcld<p is the slope of the compressor total-to-static 
pressure rise characteristic, 6<j>„ is the nth harmonic of the per
turbation 6<f)(9) = <t>(6) - 4>ss, with </>j.v the steady-state flow, 
and \ and \i are parameters that quantify the inertia in the blade 
row passages. The left-hand side of the equation captures the 
impedance characteristics of the flow fields upstream and down
stream of the compressor face (see Moore [ 15 ] or Longley [12] 
for a full derivation). The important thing to note is that the 
slope of the pressure rise characteristic, dipc/d(f> in Eq. (2), is 
uniform around the annulus of the compressor, so that (dif/c/ 
d<f>) 8<j)n affects only the nth harmonic, and there is no coupling 
between circumferential harmonics. 

2.2 Inlet Distortion. When inlet distortion is present, the 
picture is quite different. The compressor time mean pressure 
rise and axial velocity are nonuniform in 9. The nonuniform 
velocity field, which now needs to be computed, is the back
ground environment in which the small unsteady disturbances 
that lead to instability propagate. 

Hynes and Greitzer [8] derived the following description of 
distorted flow in a compressor, which must be satisfied by the 
steady-state axial velocity coefficient at the compressor face: 

ipP - i/Mi«(0) = < M « M - *• 86 
(3) 

This is the nonlinear condition satisfied by the steady-state ve
locity field 4>.<s(8) at the compressor face. \\ip is the plenum 
pressure, which is set by the throttle constant k, and mean com
pressor flow (ipp = \k,4>2). i/»dist is the total pressure distortion, 
determined by the loss through a screen or otherwise specified. 
Note that the linearized compressor characteristic in Eq. (2) is 
replaced here by the nonlinear compressor characteristic il/c(<!>) • 

Because the steady flow pattern 4>ss(0) that satisfies Eq. (3) 
is not circumferentially uniform, dtyjdfy is also a function of 
6. When distortion is present, the equation describing small 
perturbation dynamics (Eq. (2)) is modified as follows: 

f=mw*6*m 1 in\6<j>„ — ft d<f>n 
dt 

n * 0. (4) 

In Eq. (4) {• }„ evaluates the nth harmonic of the product in 
brackets, which is evaluated at each 6 in the spatial domain. In 
[8] this term was given as a convolution sum; it involves all 
of the harmonics of both dtyjdfy and 6<f>- The central point and 
the essential difference from the uniform flow situation is that 
the Fourier harmonics are coupled through the interaction of 
(dipc/d4>) and 6(f), which are both functions of 9. The eigen-
modes of the system, i.e., the perturbations that grow into rotat
ing stall, are no longer sinusoidal in 8, and the modal control 
approach described in Paduano et al. [17] and Haynes et al. 
[7] for uniform background flow becomes difficult. 

We will have more to say about the control problem with 
distortion in a later section; here it suffices to give a pictorial 
example and a qualitative description of the behavior. Figure 2 
defines the magnitude and extent of a square total pressure inlet 
distortion introduced far upstream of the compressor. Using Eq. 
(3) and knowing the geometry and uniform flow pressure rise 
capability of the compressor, we can solve for the steady-state 
velocity profile at the compressor face, as shown in Fig. 3. The 
least stable eigenmode of the dynamic system described by 
coupling Eq. (4) and the plenum response is pictured in Fig. 
4. Several realizations of the wave as it travels around the 

N o m e n c l a t u r e 

DF = distributed feedback 
HF = harmonic feedback 

HFC = harmonic feedback with cross 
coupling 

IGV = inlet guide vanes 
LQG = linear quadratic Gaussian 

MIMO = multi-input multi-output 
PSD = power density spectrum 
rms = root mean squared 

SISO = single-input single-output 
XHG = extended Hynes-Greitzer 

model 
b = chord 

bG= "B" parameter 

P = spatial phase shift of DF controller 
cx = axial velocity 
6 = perturbation 
y = inlet guide vane deflection 
k, = throttle constant 
/ = duct length 

4> = flow coefficient 
I/JC = compressor inlet-total to exit-static 

pressure rise 
p = density of air 
9 = angle around annulus 
r = reaction 
r = mean radius 

t = time 
Tf = time constant 
u = velocity 
JJL = fluid inertia 

wr = rotor frequency 
xm = upstream sensor location 

Subscripts 
a = actuator inlet guide vane 
i = inlet guide vane, ideal 
r = rotor 
i = stator 

w = wheel 

432 / Vol. 120, JULY 1998 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.05 i i • ' 

0 

-0.05 

\ \ 

-0.1 
K 

U 
Q. 

AP 
XpJS 

t 
4 

• 

-0.15 • • 

-0.2 . \ 1 
— Screen 

-0.25 

x x x x x x x x x x x x x -» 

1 1 1 

— Screen 

120 180 240 

0 [Degree] 

Fig. 2 Distortion magnitude and extent 

,0.45 

120 180 240 
6 [Degree] 
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Fig. 4 Neutrally stable eigenmode associated with the background dis
torted flow given in Fig. 3. Numbers denote the eigenmode at different 
points in time. Velocity scale is arbitrary. 

compressor annulus are shown, with the eigenmode pictured 
for the mass flow at which it is neutrally stable. For uniform inlet 
flow, this picture would be a first harmonic sinusoid translating 
around the annulus, but we now see a wave shape, which 

changes as it travels around the annulus. The modeling, identi
fication, and stabilization through active control of this and 
other complex eigenmodes are the subject of this paper. 

3 Experimental Design and Setup 

The MIT three-stage low-speed (tip Mach number = 0.2) 
active control research compressor was modified to study inlet 
distortion by adding an inlet duct extension and distortion ring. 
Figure 5 shows, from left to right, the following elements of 
the rig: (1) the distortion ring, which is designed so that the 
distortion screen can be slowly rotated to enable high spatial 
resolution distortion measurements; (2) the inlet duct extension, 
which was incorporated to decouple the potential flow effects 
of the distortion screen and the compressor; (3) the inlet guide 
vanes; (4) the 12 servo-controlled guide vanes, which are driven 
by independent computer-controlled servomotors—the inci
dence of these vanes can be commanded at a bandwidth of 
approximately 100 Hz (2.5 times rotor frequency); and (5) the 
three stages of the compressor. 

Table 1 gives nondimensionalized parameters describing this 
system; these parameters were measured by Haynes [ 6, 7 ] , and 
were used to develop a priori models for the system with inlet 
distortion. The parameters required for the model are divided 
into three categories in Table 1: geometric parameters, measured 
pressure rise characteristics, and two additional parameters de
termined by Haynes, reaction r and characteristic time constant 
Tf associated with loss generation. The theoretical value of rf 

is between 1 and 2. The actual value was determined from 
system identification results (see Haynes et al. [7] and Van 
Schalkwyk [20]). Varying the value from rf = 1 to 77 = 2 
does not significantly affect our predictions. 

The distortion screens were designed to represent "worst 
case" distortions encountered in practice [18]. A circumferen
tial extent (see Fig. 2) of 120 deg was used for both distortion 
screens tested. The first screen imposed a distortion magnitude 
(also defined in Fig. 2) of 0.8 dynamic head, that is, 

Ap, 

~2pcl 

0.8 (5) 

where cx is the mean axial velocity, Ap, is the drop in total 
pressure across the screen, and p is the air density. Because the 
effect on stalling flow coefficient and peak pressure rise due 
to this distortion was relatively small, a second screen, which 
imposed a 1.9 dynamic head distortion, was also tested. 

A parameter often used to assess the severity of inlet distor
tion is the DC(60) descriptor (see Williams [21]) defined by 

DC(60) = Pi I 360° ~ Pi I worst 60° 

1 
(6) 

pcx 

where the overbar indicates average over the specified range of 
angles. For an idealized case with uniform inlet static pressure, 
DC (60) = 1 corresponds to zero-velocity flow in a 60 deg 
sector of the annulus, i.e., very poor inlet aerodynamics (Wil
liams [21]). Experiments by Aulehla and Schmitz [1] on the 
Tornado showed 0.15 s DC (60) s 0.55 as the angle of attack 
is varied over the range 3 to 35 deg. At the respective stalling 
flow coefficients, the 0.8 and 1.9 dynamic head distortions cor
respond to DC (60) = 0.53 and DC (60) = 1.31, respectively, 
so that these are severe in terms of practical situations. 

4 Model Assessment 
In this section we compare predictions of the extended 

Hynes-Greitzer model to three types of experimental data. 
First, steady-state performance is compared to that predicted by 
the model. Second, the unsteady behavior of prestall waves is 
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studied and compared to predictions. These two comparisons 
have been done before, most notably by Longley [11]. The 
third set of comparisons, however, are more informative as 
regards dynamic response, and these have not been performed 
before. These are comparisons of the transfer functions between 
control guide vane deflection waves and measured waves of 
axial velocity in the compressor. The comparisons tested the 
full range of frequencies, spatial harmonics, and input-output 
characteristics modeled. 

4.1 Steady-State Performance With Inlet Distortion. 
The first comparison is the steady-state predicted velocity pro
file. The velocity profile at the compressor face for the 1.9 
dynamic head distortion has been given in Fig. 3. The hot-wire 
measurements are taken approximately 0.6 rotor radii upstream 
of the compressor face, and at this location the velocity profile 
is much different (see Van Schalkwyk [20]). Figure 6 gives 
the velocity profile and static pressure distribution at the hot
wire measurement station, as well as the experimental data. The 
features of the measured velocity profile are captured by the 
model, although they are somewhat more pronounced in the 
model. The differences are primarily caused by the assumption 
that the total pressure deficit introduced by the distortion screen 
convects downstream without changing shape. In reality, some 
flow redistribution occurs, narrowing the distortion. The static 
pressure nonuniformity induced by the compressor (p - p) is 
well captured. 

Table 1 Three-stage compressor model parameters 

Geometric parameters (see list of symbols for definitions). Hub-to-tip 
ratio = 0.88. 

\ = /Ur = 0.679 
/Ma = 0.286 
b, = 0.118 
/, = 2.992 
ba = 0.163 
r = 286 mm 

Pressure rise characteristics (Haynes [6, 7]). 

(a) Pressure rise characteristic 

<//c = -1O.O702 + 9.4306</> - 1.1849 

(b) Ideal (no loss) pressure rise characteristic 

i/r, = -15.534103 + 24.123802 - 15.O2620 + 4.6951 

(c) Pressure rise sensitivity with respect to control vane deflection 

Mr 

M< 

= 0.334 
= 0.071 
= 0.108 :j 

U = 1.529 3 
• * m = -0.6 

s
ta

ti
c
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re
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u
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dipc _ 2 

dy 
3.6550^ + 0.8251 

The velocity profiles can be used to compute the pressure 
rise delivered by the compressor at any flow coefficient and 
thus to generate speed lines with distortion. Figure 7 shows the 
measured and predicted compressor characteristics for 0.8 and 
1.9 dynamic head distortions. The 1.9 dynamic head distortion 
reduces the operating range by 4.3 percent and the compressor 
pressure rise by 8 percent. 

Figure 7 also shows the uniform inlet data and the polynomial 
curve fit given in Table 1 and used as one of the model inputs. 
Both measured and predicted characteristics are terminated at 
the ' 'no control'' stall point. To determine the stall point using 
the model, an eigenvalue analysis is performed at each flow 
coefficient; the minimum flow coefficient for which all eigen
values are stable is taken as the stall point. 

Note how well the Hynes-Greitzer model predicts degrada
tion in stall margin for a 0.8 dynamic head distortion. This 
prediction capability is by itself a valuable feature of the model. 
For a 1.9 dynamic head distortion, the model is less accurate. 
One reason may be that the compressor characteristic is steeper 
than predicted at flow coefficients below stall. This part of the 
compressor characteristic cannot be measured, so the potential 
error tends to increase with larger distortions, which access 
lower flow coefficients over part of the annulus (as shown, for 
example, in Fig. 3). 

4.2 Unsteady Behavior at Stall Inception (Unforced). 
It is instructive to examine the unforced unsteady behavior for 
two reasons. First, it shows how theory-to-experiment compari
sons can be made even for unforced experiments [11]. Second, 
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Fig. 6 Steady-state velocity profiles and static pressure deviations at 
0.6 radii upstream of the compressor face, <J = 0.5, 1.9 dynamic head 

distortion. Pressure is in units of [p - p)/{2pui). 
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Fig. 7 Compressor performance lines with uniform flow, 0.8 and 1.9 
mean dynamic head distortions 

however, we can see the shortcomings associated with measur
ing system dynamics in the noisy compressor environment with
out a known forcing input. 

Figure 8 gives the spectrum of the zeroth and first spatial 
Fourier coefficient immediately prior to stall for the 1.9 dynamic 
head distortion. Three features can be noted in these spectra. 
First, the most unstable eigenvalue, represented by the resonant 
peak at roughly 0.42 of the rotor frequency, resonates in both 
the zeroth and the first spatial Fourier coefficient. Coupling into 
the second and third spatial harmonic is also predicted and 
measured; but the fact that the zeroth spatial harmonic also 
participates in the mode is particularly important. This coupling 
of surge-type and rotating stall-type perturbations makes surge-
type dynamics important in determining compressor stability. 
Chue et al. [2] noted this effect, and showed that when this 
resonance occurs compressor stability degrades. 

The second feature of note in Fig. 8 is the peak at negative 
frequency at the frequency magnitude of the eigenvalue. As 
described in Tryfonidis et al. [19], this indicates that the spatial 
wave is oscillating in amplitude as it rotates around the annulus. 
The graphs in Fig. 9 show why this occurs. As the spatial wave 
encounters the region of high flow and negative compressor 
slope d\\ijd<$> (stabilizing), the amplitude of the wave de
creases. In the region where the slope is positive (destabilizing), 
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Fig. 8 PSDs of f>ij>0 (top) and 5<£i (bottom). The PSDs at positive and 
negative frequencies are shown by the solid and dashed lines in the 
bottom figure respectively; 1.9 dynamic head distortion. 
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Fig. 9 Slope {dipc/d<l>) ( top) , axial velocity perturbation at different 
points in t ime (middle) , and analytical and measured rms of velocity 
perturbations around the annulus (bottom). The rms values of the pertur
bations are shown for 5</J > 0 and 8<l> < 0. The rms values obtained from 
the different hot-wires were connected by straight lines to show the 
trend. 1.9 dynamic head distortion, at neutral stability point. 

the wave grows. This occurs once per revolution of the wave 
and the resulting pulsation shows up as a negative frequency 
component in the spectrum. The peak of the envelope occurs 
approximately where the slope changes sign from positive to 
negative. 

Figure 9 also shows the experimental envelope of rms axial 
velocity fluctuation, and compares this to the rms amplitudes 
given by the model. Qualitative agreement is obtained between 
experimental and theoretical results, but the data are quite noisy. 

The third observation in Fig. 8 is the large peak at rotor shaft 
frequency and the smaller peak at 0.58 of the rotor frequency. 
The peak at one rotor revolution is not predicted by the model 
and we associate it with a nonuniformity of the rotor blade 
geometry. This peak is observed in uniform flow but is more 
pronounced in the presence of distortion. The peak at 0.58 
indicates interaction between the first mode and the rotor shaft 
frequency disturbance (0.58 = 1 - 0.42). There is also a small 
peak at 1.42 = 1 + 0.42 in the PSD of the first harmonic 
(bottom graph of Fig. 8). The interaction between the first 
mode and the rotor frequency is also not predicted by the model; 
this type of behavior is characteristic of nonlinear systems. 

4.3 Input-Output Behavior of the Actuated Compressor 
(Forced). A more complete comparison of model and data 
can be obtained by performing forced-response experiments. 
These allow the linearized dynamics to be examined as func
tions of both spatial and temporal frequency. Eigenvalues can 
be identified as the peaks in the transfer functions, and cross-
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coupling between spatial harmonics can be quantified. The 
transfer function information can also be used for design of 
control laws. 

A brief explanation of the input-output system is in order. 
The 12 control vane deflections represent a "wave" of actua
tion, which forces the compressor unsteady aerodynamics. This 
wave can be decomposed into spatial Fourier coefficients, just 
as the axial velocity was decomposed in Eq. (1) 

|<57o - K t y o l 

6y(e,t)= I 6%(t)e" (7) 

where Sy is the deflection from the mean position, measured in 
radians. Actuation of the zeroth, first, second, and third Fourier 
coefficient can be introduced and the responses of 8<j>n (n = 0, 
1, 2, 3) can be measured. Thus there are 16 transfer functions 
that can be measured and compared to the theory. Transfer 
functions are identified using sinusoidal excitation at discrete 
frequencies, to improve the signal-to-noise ratio. A full MIMO 
transfer function estimate is made at each frequency, regardless 
of whether distortion is present. See Van Schalkwyk [20] for 
further details on the system identification procedures. 

Figure 10 gives a representative subset of the 16 identified 
transfer functions for a mass flow coefficient of <f> = 0.5. This 
is approximately 17 percent above the stalling flow coefficient 
so that we expect the system to exhibit behavior that is well 
damped. Results for both uniform flow and inlet distortion are 
shown. Actuating the nth harmonic <5y„ and measuring the mth 
harmonic 8<j>m is denoted by 8y„ -» 8(j>m. In Fig. 10 | • | and arg 
(•) indicate the magnitude and phase of a transfer function, 
respectively. 

Peaks in the transfer function magnitudes indicate lightly 
damped modes at which the system will tend to resonate. The 
magnitude of the measured transfer function from <5yi -> 6<j>] 
has a small peak at approximately 0.38 ur while the theory 
gives the peak at 0.40 ujr. The corresponding eigenvalue in the 
uniform flow transfer function is highly damped (although an 
eigenvalue is still present as indicated in the phase plot). This 
shows that at the same flow coefficient, distortion causes a 
significant decrease in damping. The peak at 0.38 utr is visible 
in the magnitude of the distorted flow 8y0 -* 8(j>0 transfer func
tion, indicating that the zeroth harmonic is also present in the 
first eigenmode. 

Valleys in the transfer functions indicate zeros close to the 
iuj-axis. A zero is visible in the transfer function Syi -> 6q>i. 
The minimum values of the measured and theoretical transfer 
function magnitudes occur at 0.93 wr and 1.03 ur, respectively 
(with distortion). However, for this transfer function the mea
sured and calculated phases change abruptly1 to within 0.05 uir, 
and we conclude that the frequency of the zero is given accu
rately by the model. 

Theoretically, with no distortion, all coupling transfer func
tions (for instance, 8y2 -* <5<£i) are zero. The experimental 
results with uniform flow (see Fig. 10 for the <5-yx -» 5<f>0 and 
6y2 -* 84>i results) show that the cross transfer functions remain 
at very low levels (roughly 20 dB below the distorted flow 
results) and show no coherent magnitude or phase behavior. 
This implies that the cross-coupling is a feature of a linear fluid 
system with a nonuniform mean flow rather than an effect of 
nonlinearity. For the 1.9 dynamic head distortion, the amplitude 
of 8y2 -* 8<f>i is almost as large as the direct transfer function 
8yi -* 8<j)i. Thus substantial coupling occurs between spatial 
harmonics, including the zeroth, so the harmonic-by-harmonic 
feedback control method that has been applied to undistorted 
cases may not be effective in distorted flow. 

Finally, Fig. 11 shows the predictive capability of the model 
across the entire operating range where transfer functions can 

1 Abrupt phase changes in either the positive or negative direction, as in the 
bji -* 6<j)i transfer function, indicate a zero near the iu) axis. Slight errors in the 
position of such zeros cause reversal in direction of the abrupt phase change. 
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Fig. 10 Transfer functions </> = 0.500, 1.9 dynamic head distor
tion. = theory, distorted flow; • • • = experiment, distorted flow; 

= experiment, uniform flow. 

be measured. Here, the evolution of the 8y, -• 8<j>x transfer 
function from very stable to slightly unstable is shown. Once 
again the main features of the response are well captured. The 
eigenvalue and zero frequencies of the real system increase in 
frequency with respect to the model as flow coefficient is re
duced, and the zero is less stable than the theory says. Neverthe
less, the dynamics have been represented well enough for con
trol purposes. 

5 Features of the Control Problem With Distortion 
The experimental results shown above provide a backdrop 

for describing active stabilization with distorted flow, particu
larly the challenges that exist compared to undistorted flow. 
There are several features of the distorted flow control problem 
that need to be addressed. 

One of these, the coupling between spatial harmonics, has 
already been mentioned. In uniform flow each spatial harmonic 
is an eigenmode, and evolves according to a single eigenvalue 
equation. With distortion, however, each spatial harmonic par
ticipates in more than one eigenmode. A corollary is that com
manding a given spatial harmonic in guide vane deflection af
fects many other spatial harmonics; the system is fully coupled 
and multi-input multi-output. Feedback laws must therefore ac
count for all spatial harmonics, including the zeroth order 
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Table 2 Stable operating range increase of various control 
laws, 0.8 dynamic head distortion 
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Fig. 11 By, -> S$, transfer function at three different flow coefficients, 
1.9 dynamic head distortion. Magnitude and phase are shown on the left 
and right, respectively. = theory, • • • = experiment. 

(surge-type) disturbance, simultaneously rather than one at a 
time. 

Another feature of distorted flow is that the poles and zeros 
become unstable more abruptly as a function of flow coefficient 
compared to uniform flow. This is because much of the com
pressor is experiencing flow values well below the values at 
which uniform inlet flow would be unstable and the local flow 
is strongly destabilized in this region. The most unstable pole 
and zero as a function of distortion extent are shown in Fig. 
12, based on results of the model described earlier. We see that 
the pole is unstable (positive real part) over a large range of 
distortion extents. 

Also shown in Fig. 12 is the zero location associated with 
the multi-input multi-output transfer function. This zero has a 
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Fig. 12 Effect of distortion extent on the most unstable pole and domi
nant zero, </> = 0.465,1.9 dynamic head distortion. Results from model. 

positive real part, and is known as a "nonminimum phase 
zero." Such zeros severely degrade the ability of feedback con
trol to stabilize the system [3] . Although this zero location 
depends on the choice and placement of actuators and sensors, 
the main issue is that for the actuator/sensor configuration used 
here distortion degrades the control problem. 

Distortion also appears to have an impact on the background 
noise level in the compressor, perhaps due to the part of the 
annulus operating at positive slope amplifying random fluctua
tions in the flow. Whatever the cause, the rms of random axial 
velocity fluctuations with 1.9 dynamic head distortion are about 
twice those in uniform flow. Increased noise levels cause the 
actuators to work harder than they otherwise would, and make 
determining the location and size of unstable waves more diffi
cult. They also increase the likelihood of nonlinear events, 
which are not accounted for in the control law design procedure. 

The final feature of the control problem with inlet distortion 
is its spatial character. With uniform flow, the circumferential 
orientation of the compressor is arbitrary and control laws do 
not depend on orientation with 9. Inlet distortion creates a defi
nite spatial orientation so that a control policy different from 
that used in uniform flow may be necessary. Distortion control 
laws must account for both the orientation of the disturbance 
wave and the orientation of the inlet distortion. Further, a con
trol law that depends on the distortion profile must maintain 
some "robustness" to its orientation and shape, because these 
typically are not well known. 

6 Control Law Design and Implementation 
The results of the model-to-data comparisons imply that a 

first-cut control law can be designed based on the physical 
description provided by the model. A control law was thus 
designed using the Linear Quadratic Gaussian (LQG) design 
approach [9] . This approach was successful at stabilizing rotat
ing stall, but because of the inherent lack of robustness in such 
control law designs, performance was poor. The mass flow 
operating range extension afforded by LQG control was 1.1 
percent, or 26 percent of the operating range lost due to a 1.9 
dynamic head distortion. For a 0.8 dynamic head distortion the 
LQG controller increased the stable flow range 1.5 percent be
low the open loop undistorted flow stall point. 

The primary drawback of an LQG control law (or any direct 
model-based control law) is sensitivity—one must know the 
circumferential location, magnitude, and extent of the inlet dis
tortion before a control law can be enacted. The LQG controller 
maintained its performance for an 80 deg range of distortion 
locations but outside this range, the control law actually destabi
lized the system. 

One therefore expects a trade-off between range extension 
and insensitivity to distortion location. Table 2 lists the control 
laws tested in order of sensitivity to distortion location. The 
poor performance of LQG control reflects its sensitivity to other 
modeling errors as well. 

The next control law shown is the SISO harmonic feedback 
(HF) controller experimentally optimized by Haynes [7] , with 
additional cross-feed channels introduced to account for cou
pling between harmonics. This controller will be referred to as 
harmonic feedback plus coupling (HFC). Figure 13 gives a 
functional block diagram as well as numerical values for the 

Journal of Turbomachinery JULY 1998, Vol. 120 / 437 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 13 Cross-coupled harmonic feedback control law. Cross coupling 
between harmonics that did not lower the stalling flow coefficient are 
shown with dashed lines. 

control scheme used. The cross-feed channels introduce cou
pling with a spatial orientation. This control law is thus also 
sensitive to distortion location, although it might be considered 
less sensitive than LQG control because fewer cross-feeds exist 
than in the LQG controller. 

To arrive at the HFC gains in Fig. 13, a procedure similar to 
that employed by Haynes was used. Gains are initially chosen 
to be as high as possible without saturating the system. Then the 
phases are chosen by experimentally testing the range extension 
afforded by each choice of phase. The feedback paths are added 
sequentially, and each one is optimized with the preceding gains 
fixed. Experience and additional experiments govern the order 
that feedback paths are added. In this case the direct gains are 
optimized first, followed by the cross-feed gains. Attempts were 
made at optimization of several other cross-feed channels, but 
no additional range extension was provided by these. Final gain 
adjustments are made after the phase optimization. 

This controller's performance can be compared to the original 
SISO harmonic feedback controller designed by Haynes [7], 
which would be represented by Fig. 13 with all cross-feed chan
nels set to zero. This control law is completely insensitive to 
distortion location but, because it does not account for coupling, 
is not as effective as the cross-coupled control law (see Table 2). 

The final control law, termed distributed feedback (DF), 
measured the entire shape of the disturbance 6<p(6), and fed 
back a rotated and amplified version of it to the actuators (see 
Fig. 14). The specific formulation was 

6y(0) = k8<t>{0 - f3) (8) 

where the gain k and rotation angle /? are design variables. 

Table 2 Stable operating range increase of various control 
laws, 0.8 dynamic head distortion 

Type of Control Range increase, percent 

Linear Quadratic Gaussian 
Cross-coupled harmonic feedback 
SISO harmonic feedback 
Distributed feedback 

1.5 
3.0 
2.2 
3.7 

120 180 240 300 
6 [Degree] 

380 

Fig. 14 Distributed feedback control signal for a typical velocity pertur
bation. Gain k = 3, spatial phase shift /3 = 30 deg. 

These variables are optimized in the same fashion as the gains 
and phases in the HFC control law: Gain is fixed by saturation 
considerations, and stalling mass flow reduction is then tested 
for a complete sequence of /3's. This is followed by gain adjust
ment tests at the optimized p. 

The gain tuning procedure is less tedious man the HFC proce
dure because only two parameters need to be optimized. This 
control law has several other advantages. It is a fixed rather than 
dynamic controller, thus simply implemented. It is insensitive to 
the location of the distortion. According to simulation studies, 
it is also insensitive to the type of distortion introduced. This 
control law performed as well or better than any other control 
law tested. 

Figure 15 summarizes the range extensions obtained with the 
different controllers for the 0.8 and 1.9 dynamic head distor
tions. The uniform flow stall flow coefficient (without control) 
is indicated by the dashed line. The lowest flow coefficient at 
which Haynes [7] stabilized this compressor in uniform flow 
((p = 0.42) is also indicated. For the 0.8 dynamic head distortion 
the range extension was approximately 43 percent of the exten
sion obtained for uniform flow. 

The effectiveness of the DF controller is also characterized 
by comparing the open and closed-loop PSDs of the zeroth and 

0.98 

0.94-

- » - Stall with uniform flow + HF control 

0.44 0.46 0.52 0.54 

Fig. 15 Measured compressor performance for 0.8 and 1.9 dynamic 
head distortions and various control laws (note: no HFC results exist for 
1.9 dynamic head distortion). Each symbol represents the minimum flow 
coefficient obtained using the indicated control law. 
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Fig. 16 PSDs immediately prior to stall inception, with and without con
trol. • • •. = open-loop PSD, = closed-loop PSD for DF controller, 
0.8 dynamic head distortion. 

first harmonics in Fig. 16. Both PSDs were taken immediately 
prior to stall, to show the prestall behavior of the system. Thus 
the closed-loop PSDs are at a lower flow coefficient. Even at 
this more unstable condition, the DF controller suppressed the 
zeroth and first harmonics of the first mode by approximately 
15 and 23 dB, respectively. 

The distributed feedback controller was both the best perfor
mer and the most insensitive to distortion type and location. 
Because the measured shape of the perturbation is used, this 
control law takes into account cross-feed effects while re
maining insensitive to distortion location. The structure is also 
compatible with nonlinear behavior; as perturbations become 
larger and more localized, the control law responds accordingly. 

7 Summary and Conclusions 

The experiments reported in this paper represent the first 
systematic attempt to apply system identification and control 
theory to a compressor with circumferential inlet distortion. The 
behavior of such a dynamic system is qualitatively different 
from that of compressors in uniform flow and thus requires a 
different control strategy and approach. 

Active control has been demonstrated to stabilize rotating 
stall with inlet distortion, extending the stable operating range 
of the compressor. Using our validated model, we can also show 
that the distributed feedback (DF) controller is insensitive to 
both the size and location of the distortion. Of course, our 
study is limited to two-dimensional distortions, the system is 
incompressible, and the surge dynamics are relatively stable in 
this system. Also, the effects of rotating or otherwise unsteady 
distortions, which may be significant, were not considered. 

Based on theory-experiment comparisons of (i) distortion 
profiles, (ii) compressor characteristics, (Hi) unforced tran
sients, (iv) eigenvalues, (v) transfer functions, and (vi) the 
effect of stabilizing control, the extended Hynes-Greitzer dis
tortion model was found to be adequate to both describe phe
nomenology and to design control laws. Thus a tool exists for 
investigating extensions and different implementations. The 
predictions of the model were found to be accurate enough to 
allow working LQG control laws to be successfully imple
mented. 

Other control laws, however, were found to have better per
formance. In particular, a new distributed feedback control law 
was introduced that achieves the best overall performance, ex
tending the stable operating range by 3.7 percent for a worst 
case, practical distortion (DC(60) = 0.53). Using this control 

law, approximately 40 percent of the operating range lost due 
to a 1.9 dynamic head (DC(60) = 1.31) total pressure distortion 
was regained using active control. 

Much extension of this technology is required to impact a 
real system. For instance, additional research is required to 
understand the physical limitations that determine maximum 
range extension. In addition, robustness to distortion as a (possi
bly three-dimensional) unsteady disturbance, the effects of 
lightly damped surge dynamics, and implementation in a high
speed compressor must all be addressed. The results here indi
cate that the modeling and control concepts used are valuable 
for addressing these issues. 
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Integrated Control of Rotating 
Stall and Surge in High-Speed 
Multistage Compression 
Systems 
Aeroengines operate in regimes for which both rotating stall and surge impose low-
flow operability limits. Thus, active control strategies designed to enhance operability 
of aeroengines must address both rotating stall and surge as well as their interaction. 
In this paper, a previously developed nonlinear control strategy that achieves simulta
neous active control of rotating stall and surge is applied to a high-speed three-stage 
axial flow compression system with operating parameters representative of modern 
aeroengines. The controller is experimentally validated for two compressor builds 
and its robustness to radial distortion assessed. For actuation, the control strategy 
utilizes an annulus-averaged bleed valve with bandwidth on the order of the rotor 
frequency. For sensing, measurements of the circumferential asymmetry and annulus-
averaged unsteadiness of the flow through the compressor are used. Experimental 
validation of simultaneous control of rotating stall and surge in a high-speed environ
ment with minimal sensing and actuation requirements is viewed as another important 
step toward applying active control to enhance operability of compression systems 
in modern aeroengines. 

Introduction 
Rotating stall and surge impose fundamental limits on the 

low-flow operating range of compressors. Surge is characterized 
by violent oscillations in the annulus-averaged flow throughout 
trie compression system. Rotating stall is a two-dimensional or 
three-dimensional disturbance localized to the compressor and 
characterized by regions of reduced or reversed flow that rotate 
around the annulus of the compressor [ 11 -13 ]. In recent years, 
there has been much work on improving compression system 
operability using active control [1-6, 9, 10, 14-17, 19-21]. 
Nearly all of these previous works addressed rotating stall or 
surge independently; either controlling rotating stall in an axial 
flow machine in operating regimes incapable of surge, or con
trolling surge in centrifugal compression system for which rotat
ing stall dynamics were inconsequential. These efforts have 
been successful in enhancing the stability of such compression 
systems in laboratory environments. 

This paper focuses on enhancing operability of a compression 
system containing a replica of the rear three stages of a modern 
high-pressure compressor operating at representative Mach and 
Reynolds numbers. As such, this work extends previously re
ported efforts to actively control rotating stall and surge in a 
low-speed environment into the high speed environment. The 
compression system parameters are such that the baseline com
pression system exhibits surge at high-speed operation and ro
tating stall at part-speed operation when throttled beyond the 
surge/stall line on the compressor pressure ratio versus cor
rected flow performance map. The strong interaction between 
rotating stall and surge present in this compression system is 
indicative of that found in modern aeroengines. Thus, to en
hance low-flow operability substantively, any control strategy 
must address rotating stall and surge simultaneously. 

1 Current address: Institute for Defense Analyses, Alexandria, VA 22311. 
Contributed by the International Gas Turbine Institute and presented at the 

42nd International Gas Turbine and Aeroengine Congress and Exhibition, Or
lando, Florida, June 2 - 5 , 1997. Manuscript received at ASME Headquarters 
February 1997. Paper No. 97-GT-352. Associate Technical Editor: H. A. Kidd. 

Scope 
The goal of this research was to demonstrate integrated con

trol of rotating stall and surge in a high-speed, multistage com
pression system, which demonstrated the strong interaction be
tween the annulus averaged compression system dynamics 
(surge) and the nonaxisymmetric compression system dynamics 
(rotating stall). The open-loop compression system dynamics 
were characterized and the effect of the stability enhancing 
control strategy studied. The robustness of the control strategy 
to variations in compressor builds and inlet radial total pressure 
distortion was assessed. No attempt was made to use flightwor-
thy hardware. 

Control Strategy 
The framework of nonlinear control strategy utilized in this 

paper to provide integrated control of rotating stall and surge 
is developed in [8], The control law is given as follows: 

KT — Kfi + KRS-A
2 + KSVK-$ 

where KT denotes the throttle area of the compression system, 
Krnom denotes the nominal position of the throttle, A denotes the 
level of asymmetry in the compressor flowfield, $ denotes the 
time rate of change of the annulus-averaged flow through the 
compressor, and KRS and KSUR are controller gains associated 
with the two terms of the controller. 

As described in [ 8 ] , this control strategy achieves operability 
benefits by modifying the nonlinear compression system dy
namics. The benefits are best illustrated by comparing bifurca
tion diagrams of the compression system with and without the 
control strategy. Figure 1 shows the bifurcation diagrams for a 
typical uncontrolled compression system generated using a 
three-state Moore-Greitzer model. The throttle area parameter, 
KTt determines the throttle characteristic and sets the operating 
point of the compression system. Therefore, it is a natural choice 
to parameterize the bifurcation diagrams. The set of bifurcation 
diagrams shows the level of flow asymmetry, the annulus-aver
aged mass flow, and compressor discharge pressure as a func-
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Fig. 1 Uncontrolled bifurcation diagrams, high S parameter 

tion of the throttle parameter. A fourth plot showing compressor 
discharge pressure versus annulus-averaged flow coefficient as 
the throttle parameter is varied is also presented. 

In these diagrams, a black line indicates a locus of (linearly) 
stable equilibrium points, a gray line indicates a locus of unsta
ble equilibrium points, and *'s indicate the maximum value that 
the state variable attains along a (linearly) stable periodic orbit. 

In these diagrams, the condition of rotating stall corresponds 
to a linearly stable equilibrium point, whereas surge corresponds 
to a stable periodic orbit. For throttle areas greater than a critical 
value, the flow is axisymmetric, and the pressure rise, $ , is 
given by the axisymmetric flow characteristic. As the throttle 
area is decreased, the flow coefficient decreases monotonically 
and the pressure approaches its peak value. As the throttle area 
corresponding to the linear stability boundary is reached, the 
system exhibits either rotating stall or surge, depending on how 
the system was perturbed. 

If the compressor enters fully developed rotating stall, there 
is a large increase in flow asymmetry and an associated reduc
tion in annulus-averaged pressure rise and mass flow. As the 
throttle area is further decreased, the compressor remains in 
large-amplitude, performance-limiting rotating stall. Hysteresis 
is exhibited when the throttle is increased from a value corre
sponding to a condition of rotating stall to a value corresponding 
to axisymmetric flow. As the throttle area is increased, the 
system remains in rotating stall for throttle values larger than 
the throttle values at which the system previously entered rotat
ing stall. The subcritical nature [18] of the loss of stability and 
the associated hysteresis significantly increases the deleterious 
effect of rotating stall on aeroengine operability [2] . 

If the compression system is perturbed in a manner that re
sults in surge, the system exhibits periodic oscillations in mass 
flow and pressure rise. For the system behavior shown in Fig. 
1, the flow remains axisymmetric while the system exhibits 
stable periodic oscillations. 

Implementing the control strategy described above yields the 
bifurcation diagrams shown in Fig. 2. As shown, surge is elimi
nated, and the hard, subcritical bifurcation associated with open-
loop rotating stall is transformed into a soft, supercritical bifur
cation without hysteresis. In the controlled system, as the main 
throttle area is decreased beyond that associated with the linear 
stability boundary, the level of asymmetry gradually increases, 
and the pressure rise and flow gradually decrease. The enhanced 
operability provided by this control strategy can be inferred by 
viewing the throttle area as composed of a fixed throttle area 
as set by the nominal operating line of a compression system 
and a disturbance throttle that accounts for disturbances that 
tend to throttle the compression system towards stall. By elimi
nating the large drop in pressure rise and flow and the hysteresis 
behavior, this strategy rejects disturbances that would otherwise 
cause the compression system to enter surge or performance 
limiting rotating stall. Thus, this control strategy ensures robust 
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operability by desensitizing the compression system to distur
bances. 

It should be pointed out that practical implementation of this 
controller would be very difficult due to the noise associated 
with differentiating a measurement of the compressor mass 
flow. Crucial to successful implementation of the integrated 
controller is an appropriate estimation scheme for the time rate 
of change of compressor mass flow. Such a scheme was used 
in the experimental work presented here. Details of this ap
proach will become available with the release of [7] . 

Experimental Validation 

Experimental validation of the integrated rotating stall/surge 
control scheme was first performed successfully on the UTRC 
3 stage low-speed rig [8] . In this section, results are presented 
from application of this control scheme to the three-stage high
speed compressor operating in the UTRC Closed Circuit Com
pressor Facility shown in Fig. 3. 

This experimental validation of integrated rotating stall/surge 
control scheme is believed to be the first successful demonstra
tion of active compressor stability control on full-scale engine 
hardware operating at representative speeds and pressure ratios. 
The geometry for the second of the three stages is given in 
Table 1 and is intended to be indicative of the other two stages. 
Compression system parameters are given in Table 2. 

To evaluate the robustness of the control scheme, a second, 
lower reaction configuration was investigated. To interrogate 
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Table 1 Stage two compressor geometry 

Parameter Rotor Stator 

Chord (in.) 
Aspect ratio 
Baseline stagger angle (deg) 
High-reaction stagger angle (deg) 
Solidity 

1.1 1.0 
1.5 1.6 

38 64 
33 74 
0.9 1.1 

Table 2 Compression system design parameters 

Compression system parameter Value 

Hub/tip radius ratio 0.9 
Mean radius (in.) 12.7 
Corrected flow (lb/sec) 22 
Overall pressure ratio 1.5 
Number of stages 3 
Wheel speed (rpm) 0 to 6400 
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Fig. 5 High reaction, 75 percent speed mini-stall part-span behavior 

robustness further, the control scheme was evaluated in the 
presence of radial distortion screens installed at the compressor 
inlet. As will be shown, the performance of the operability-
enhancing control scheme was insensitive to the described vari
ations in system parameters. 

Axially and circumferentially distributed time-resolved pres
sure measurements were recorded throughout the compression 
system. The pressure measurements were acquired at band-
widths of roughly ten times the rotor frequency. Steady-state 
measurements of compressor performance were also recorded. 
An array of eight, electronically ganged, high-bandwidth bleed 
valves were mounted at the compressor discharge to serve as 
the annulus averaged actuator for the active control strategy. 
Another array of four high-bandwidth bleed valves were 
mounted in trie discharge plenum to impose impulsive distur
bances on the compression system. Each valve is capable of 
discharging up to 1.5 percent of design compressor mass flow. 
The valves had a small signal bandwidth of approximately 600 
Hz and full open/full close bandwidth of approximately 80 Hz. 
Since this is a closed-circuit compressor facility, the bleed air 
was reintroduced into the compressor flow loop downstream of 
the main throttle valve. 

Bifurcation diagrams similar to those described in Fig. 1 
were experimentally recorded from the RS3 rig. The bifurcation 
diagrams for the high-reaction configuration operating at 75 
percent speed are shown in Fig. 4. 

0 20 40 
Disturbance Throws Position 

60 80 100 

£ 0.3 
a 

| « 

rjj-i f™K*i 

L*J : x ; L2SJ ; x i C 

0 20 40 60 80 100 
Dltturbanct Throttl* Petition 

1 
5 0.6 

0.4] j*™^*"'] [nv^^iwj £ w ^ w j [n-J^™* rww-w = 0.4 

0 20 40 60 60 100 
Dlsturbanos Throttle Position 

1: 

z;#zz;^: 

0.3 0.4 
Plow CMfflolsnt 

|X»Bassllns 0 »Controlled | 

Fig. 4 High reaction, 75 percent speed experimental bifurcation dia
grams 

Note that since these bifurcation diagrams are obtained exper
imentally, only stable equilibria and periodic orbits can be mea
sured. Bifurcation diagrams are shown for the compression sys
tem without feedback control (X) and for the compression sys
tem with the integrated rotating stall/surge control strategy 
(O) . 

At 75 percent speed, the uncontrolled compression system 
did not exhibit surge. The bifurcation diagrams for such a sys
tem are qualitatively consistent with bifurcation diagrams pre
dicted from the model shown in Fig. 1, however, without the 
periodic orbits. As can be seen in Fig. 4, with the exception of 
the details in the region very close to the stall inception point, 
this is essentially the case. As shown, the system enters large-
amplitude rotating stall via a hard, subcritical, loss of stability 
and the system exhibits hysteresis. However, near the inception 
region, there is another branch of stable, relatively low-ampli
tude, rotating stall equilibria present in this system. This condi
tion is termed "mini-stall," and upon further investigation of 
this condition it was found to involve stall cells with significant 
radial variations, as evidenced by the differences in the hub and 
tip total pressure signals at various stages in the compressor 
shown in Fig. 5. The mini-stall results in a slight reduction in 
the overall pressure ratio of the compressor. As shown in Fig. 
6, the pressure rise reduction is confined to the third stage of the 
compressor. The bifurcation diagrams also indicate that there is 
hysteresis associated with the mini-stall, similar to that demon
strated by the full-span rotating stall. This phenomenon is not 
exhibited by the present form of the Moore-Greitzer model. 
Since the integrated rotating stall/surge controller was devel-
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Fig. 7 High reaction, 75 percent speed experimental t ime traces 

oped using this model, it was uncertain how the presence of 
mini-stall in the uncontrolled compression system would affect 
control system performance. 

As shown in Fig. 4, with the integrated rotating stall/surge 
controller activated, the system exhibits reduced amplitude ro
tating stall when throttled beyond the peak of the flow versus 
pressure rise characteristic. The decrease in pressure rise associ
ated with this rotating stall is significantly reduced relative to 
the full span rotating stall and is less than that associated with 
the mini-stall condition observed in the open loop system. In 
addition, the hysteresis associated with both the full-span rotat
ing stall and the mini-stall has been eliminated. Remarkably, 
the controlled system behaves as predicted against the model 
despite the presence of the mini-stall phenomena. This provides 
an indication that this is a robust controller. 

In addition to the bifurcation diagrams, time histories are 
useful in demonstrating the disturbance rejecting capability of 
this control strategy. Figure 7 shows time histories of (1) com
pressor pressure rise coefficient, (2) normalized static pressure 
at the compressor inlet at a fixed circumferential position, and 
(3) control actuator position for a disturbance scenario designed 
to illustrate the effect of the stability enhancing control strategy. 

The traces begin with the system operating at a stable axisym-
metric equilibrium point with the controller deactivated. A dis
turbance is then introduced to the system (i.e., the disturbance 
throttle is closed), throttling the system beyond the stability 
limit. The compression system enters performance limiting, 
large-amplitude rotating stall. The plenum pressure settles to a 
steady-state value, roughly 40 percent less than the peak pres
sure. The unsteadiness of the compressor inlet pressure at a 
single circumferential position indicates the presence of large-
amplitude flow asymmetry (rotating stall) within the compres
sor. The disturbance is then removed, the system returns to 
stable axisymmetric operation after a delay of approximately 
100 rotor revolutions, indicating that the disturbance step size 
barely clears the hysteresis loop of the rotating stall. The con
troller is then activated, and the system is subjected to the same 
disturbance, resulting in the compressor entering significantly 
reduced amplitude rotating stall, with a significantly reduced 
penalty in compressor pressure rise. The controller is then deac
tivated, and the system returns to large-amplitude rotating stall. 

As shown in the time traces, the bleed valve maintains a 
nonzero offset when the system is subjected to disturbances that 
would cause the uncontrolled compression system to stall and/ 
or surge. Although the level of this offset scales with the level 
of stability-threatening disturbances acting on the system, the 
controller is not merely avoiding the phenomenon by increasing 
throttle area to compensate for the disturbance. The controller 
is modifying the system dynamics resulting in operation at a 
point that could not be achieved without the feedback introduced 
by the control strategy. 
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Fig. 8 High reaction, 100 percent speed experimental bifurcation dia
grams 

To study the effect of this control strategy in a compression 
system exhibiting open loop surge, the controller was also tested 
for this configuration operating at 100 percent speed. Experi
mentally measured bifurcation diagrams from the RS3 rig, high-
reaction configuration operating at 100 percent speed are shown 
in Fig. 8. Once again, bifurcation diagrams are shown for the 
compression system without feedback control (x, A) and for 
the compression system with the integrated rotating stall/surge 
control strategy (O) . The maximum values of the variables 
achieved during the surge limit cycle are denoted by an A. 
However, due to the violent nature of the surge oscillations, rig 
safety issues prevented the full mapping of the locus of periodic 
orbits (surge). Thus, the uncontrolled bifurcation diagrams con
sist of the locus of stable, axisymmetric equilibria and the surge 
limit cycle encountered immediately beyond the stability bound
ary. The bifurcation diagrams for the controlled system look 
identical to those for the controlled system bifurcation diagrams 
operating at 75 percent speed. Thus, in addition transforming 
the nature of the bifurcation, the control strategy eliminated 
surge. 

A further demonstration of integrated control of rotating stall 
and surge in the high reaction configuration of the RS3 rig at 
100 percent speed is given by the time traces in Fig. 9. 
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In this case, the time traces begin with the system operating 
at a stable axisymmetric equilibrium point with the controller 
activated. A disturbance is then introduced to the system that 
throttles the system beyond the stability limit, and the system 
enters a reduced amplitude rotating stall, maintaining 96 percent 
of peak compressor pressure rise. When the disturbance is re
moved, the system returns to stable axisymmetric operation. 
Next, the controller is deactivated, and the same disturbance is 
introduced once again, pushing the system into a surge limit 
cycle and activating the rig safety systems. 

To establish the robustness of the integrated rotating stall/ 
surge controller to variations in compressor aerodynamics, a 
lower reaction configuration was evaluated. Experimentally 
measured bifurcation diagrams from the RS3 rig, low-reaction 
configuration operating at 75 percent speed are shown in Fig. 
10 for the system with and without control. 

As shown, this build does not exhibit the mini-stall phenome
non in the uncontrolled system, and the compression system 
does not exhibit surge at this speed. Thus, the bifurcation dia
grams are consistent with those predicted by the Moore-
Greitzer model when surge limit cycles are not present. With 
the integrated rotating stall/surge controller activated, it is evi
dent that the operability enhancement provided by this control 
strategy is achieved for this lower reaction configuration as 
well. At 100 percent speed for the low reaction configuration, 
comparable results to those for the high-reaction configuration 
at 100 percent speed are also achievable. The comparable results 
achieved with the integrated rotating stall/surge controller for 
these two configurations speaks directly to robustness of this 
control strategy. This is further illustrated by the fact that the 
three-dimensional mini-stall phenomena, which was not consid
ered in the design of this control strategy, is present without 
control in one configuration and not in the other. Upon further 
investigation of data from part-span probes, it was found that 
with the controller activated in both the high and low-reaction 
configurations, the low-amplitude rotating stall achieved by the 
controller did involve three-dimensional part-span behaviors. 
Thus, the controller was able to achieve operation of the com
pressor in a condition of very low-amplitude mini-stall regard
less of whether the compressor exhibited similar phenomena 
without control. 

A final test of the robustness of the integrated rotating stall/ 
surge controller was performed by introducing a radial inlet 
distortion screen in front of the low-reaction compressor con
figuration to simulate the effect of deterioration of the compres
sor and determine how the integrated rotating stall/surge con-
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trailer performs in the presence of this disturbance. Figure 11 
shows the experimentally measured compressor performance 
map for four situations with the low reaction configuration at 
100 percent speed: (A) uncontrolled and undeteriorated, (X) 
uncontrolled and deteriorated, (O) controlled and undeterio
rated; and (+ ) controlled and deteriorated. 

As can be seen, without control the undeteriorated compres
sor stalls at a lower flow and higher pressure ratio than the 
deteriorated compressor as would be expected. With the inte
grated rotating stall/surge controller, when the undeteriorated 
compressor reaches the uncontrolled stall point, it falls into a 
low-amplitude rotating stall (as opposed to surge) with a small 
drop in pressure ratio, and a measurable operating range in
crease in terms of flow coefficient is achieved. With control on 
the deteriorated compressor, the operating range in terms of 
flow coefficient of the compressor is increased both before and 
after the systems enters low-amplitude rotating stall with its 
associated small drop in pressure ratio. Furthermore, when the 
performance characteristics of the undeteriorated and deterio
rated compressors with control are compared, it can be seen 
that they are very similar, unlike the case without control, and 
the controller seems to have desensitized the operability charac
teristics of the compressor to the presence of deterioration in 
the compressor. 

Conclusions 

A previously developed nonlinear control strategy that 
achieves simultaneous active control of rotating stall and surge 
was experimentally validated on a high-speed three-stage axial 
flow compression system with operating parameters representa
tive of modern aeroengines. The controller was experimentally 
validated for two compressor builds, showing significant opera
bility benefits for both configurations. Furthermore, these bene
fits were not reduced by the presence of an unmodeled reduced 
amplitude rotating stall condition. The robustness of this con
troller was also demonstrated by introducing a radial distortion 
screen at the inlet of the compressor. The controller was shown 
to desensitize the operability characteristics of the compressor to 
the presence of radial distortion. The validation of the integrated 
rotating stall/surge control scheme on full-scale engine hard
ware operating at representative speeds and pressure ratios is 
believed to be a significant step toward utilizing active control 
to achieve operability enhancement in modern aeroengines. 
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To the paper "Heat Transfer Measurements to a Gas Turbine Cooling Passage With Inclined Ribs," by Z. 

Wang, P. T. Ireland, S. T. Kohler, and J. W. Chew, published in the January 1998 issue of the ASME JOURNAL 
OF TURBOMACHINERY, Vol. 120, pp. 63-69: 

Equation (7) was printed incorrectly in the paper. The correct version appears below: 

T(0, 0 - Tt ; /exp(q2Q erfc (a{t) exp(fr2Q erfc ( W Q \ 
\ f3a(a - b) + pb(b -a) ) 

(7) 

hi 
Also note that in Eq. (6), — < < 1 and has been eliminated. 
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. E R R A T A  
To the paper "Heat Transfer Measurements to a Gas Turbine Cooling Passage With Inclined Ribs," by Z. 

Wang, P. T. Ireland, S. T. Kohler, and J. W. Chew, published in the January 1998 issue of the ASME JOURNAL 
OF TURBOMACHINERY, Vo1. 120, pp. 63-69: 

Equation (7) was printed incorrectly in the paper. The correct version appears below: 

T(O, t )  - To = l + h  (exp(a2t) 
erfc ( a h )  + exp(b2t) erfc ( b h )  

T, - To - b) Bb(b - a) 
(7) 

hl 
Also note that in Eq. (6), - << 1 and has been eliminated. 
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Comparison Between Complete 
Hilbert Transform and Simplified 
Solutions of the Moore Rotating 
Stall Model 
The main objective of this work is the analysis and the comparison between different 
methods utilized to solve the Moore rotating stall model. To date only simplified 
relations between the axial flow perturbation g and the transverse one h have been 
utilized and presented in literature, such ash' = -g or the truncated Fourier series. 
On the contrary, in this paper the accurate relation given by the Hilbert Transform 
is utilized, and to improve the numerical stability of the method, a new expression 
of the first derivative of transverse flow coefficient perturbation is proposed and 
utilized. A complete and detailed comparison between the results of the simplified 
methods and the solution proposed here is presented. This comparison is extended 
to a wide range of geometric and physical compressor parameters, and it allows 
the accuracy of simplified approaches to be tested. Finally, a correlative approach 
estimating overall rotating stall effects based on the complete solution proposed here 
is presented. It allows rotating stall influence to be quickly and easily taken into 
account in several axial compressor areas (design, optimization, active control, etc.). 

Introduction 

The importance of the simulation of rotating stall and the 
evaluation of the influence of that phenomenon on multistage 
axial compressors performance are well known and have been 
studied by several authors (e.g., Greitzer, 1976; Moore, 1984; 
Day, 1993; Cumpsty and Greitzer, 1982). In literature various 
models are proposed to model rotating stall phenomenon, but 
the Moore model seems to provide the most complete approach; 
it allows the shape of the stall cell, the propagation speed, and 
the actual performance curve to be determined, and it only deals 
with compressor data that can be easily obtained. 

In literature only simplified solutions of this model have been 
presented. The most commonly used relation correlating the 
axial g and transverse h flow perturbations is h' = — g proposed 
by Moore (1984), while some authors utilize a truncated form 
of the corresponding Fourier series (McCaughan, 1989). 

In this work, the solution of the rotating stall model proposed 
by Moore is carried out utilizing the complete set of equations 
without additional simplifying hypotheses for the relationship 
between h and g. In this way the complete Hilbert transform 
of the perturbations is taken into account in the method pre
sented here. To improve the stability and the reliability of the 
proposed solution, a new expression for the first derivative of 
transverse flow perturbation (/?') has been proposed and exten
sively utilized. 

Based on the method described here, a complete in-depth 
comparison between the accurate and the simplified results is 
made for a wide range of compressor configurations. In this 
way, the accuracy of the different simplified relations is clearly 
stated. 

Since the resolution of the Moore model including Hilbert 
transform is time consuming, the results of the accurate calcula
tion have been utilized to develop a new correlative approach for 
the evaluation of the overall effects of rotating stall: propagation 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-140. Associate Technical Editor: J. N. Shinn. 

speed F and alterations <5 of the compressor axisymmetric per
formance curve. The correlation, which is, in most cases, as 
accurate as traditional simplified models, might be useful when 
quick a response is needed, such as in the compressor control 
field or compressor design optimization problem. 

Mathematical and Numerical Model 

In this study, we adopt the mathematical approach to model 
rotating stall proposed by Moore (1984); Moore introduced 
four main hypotheses to get the final form of his model: 

1 incompressible flow through the compressor, 
2 irrotational flow in the inlet duct; 
3 negligible radial effects in the flow; 
4 negligible losses at the IGV entrance, due to the flow 

angular disturbance present at the inlet. 

Moreover rotating stall is studied in a moving frame, rotating 
with the stall cell; in this way the rotating stall in the turboma-
chine is steady. 

The final equations representing rotating stall are: 

8 = [«M )̂ - <K*)] " W W + e-F-h(ti) (1) 

where 

6 = * ( $ ) - </<($) and \ = s/2 - F(s + v); 

8(0 h(d) 
7T J_„ $ - z 

d£ (2) 

Equation (1) represents the sum of pressure rise contribution 
of every component of the compressor (i.e., inlet duct, inlet 
guide vanes, stages, etc.), and Eq. (2) gives the relation existing 
between the axial flow perturbation g and the transverse one h 
(Takata and Nagano, 1972). In addition, it is imposed that the 
mean value of g and h must be zero. In this way 6 is the 
unknown to calculate, e, s and u are fixed parameters, and F, 
g, and h are variables to iterate. 

In Eq. (1) the axisymmetric characteristic curve </> is present; 
this curve represents the compressor characteristic in the ab-
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sence of rotating stall for every mass-flow condition. As sug
gested by Moore (1984), the axisymmetric characteristic can 
be obtained in an experimental way by utilizing high-loss 
screens at the inlet and outlet of the turbomachine to eliminate 
flow distortion. In this study, the S-shaped cubic curve proposed 
by Koff and Greitzer (1984) is utilized. 

Equation (1) is usually derived with respect to the circumfer
ential coordinate $: 

0 = ^ 
dip 

•g'W-X-g-W + e-F-h'W) (3) 
*+# 

Since g and h for physical reasons are periodic functions, Eq. 
(2) can be written as 

h(§) = 
A27T 

Jo IX Jo 

dg(Q 
d£ 

In £ - di (4) 

The use of Eq. (4) can be cumbersome, so many proposals 
for simplified forms of g-h relation were made. Starting from 
the potential of the flow perturbation developed as a Fourier 
series (note that the potential exists since the flow is irrotatibnal 
and incompressible upstream) 

+» j 
P(x, tf) = £ - em(an sin nti + b„ cos nd) (5a) 

._, n 

g and h are obtained as 

dP 
g(0) = 

dx 

dP 

= £ (a„ sin n$ + b„ cos nd) (5b) 

+ 00 

= X (an cos n'd — b„ sin n-d) (5 c) 

Many authors use Eqs. (5b) and (5c) truncated at the nth 
term to calculate the rotating stall phenomenon. 

Moore himself proposed a simplified relation for his model: 

rt'(tf) r(0) (6) 

Equation (6) is equivalent to Eq. (4) only if g is a purely 
harmonic function. Equation (6) is true for the first terms of 
Fourier series (Eq. (5)) , but it can also relate functions that 
are not necessarily truncated Fourier series (Moore, 1984, p. 
328, Fig. 2) . In this paper for the simplified solution g is not 
obtained by Eq. (5) with n = 1. 

Here the complete Hilbert transform relation is used to avoid 
the approximation given by Eqs. (5a), (5b), and (6), but in 
Eq. (3) the first derivative of h is needed: 

h'(fi) 
dh(ti) 

d$ 

•K d-d V Jo 
dg(Q 

di 
In 1-* d^) (7) 

In this form h' is numerically difficult to treat; in fact in 
some zones the integral function presents very steep slopes, and 
so the derivative shows singular values. To avoid the influence 
of the singular point a new expression for h' is obtained by 
substitution in Eq. (7) of: 

„-*fi G(*-2„) = ^ (8) 

and dividing into two parts the integral to avoid the singular 
value of the integrand function for £ = •§ 

f»*/2-ir 

G(i?-2??)ln | sin 771 c/77 h'($)-

n I dv 

"2-f 
d-d J/,, 

(9a) 

G(tf - 277) In I sin rj\dri 

pi/2 
I G(i? - 277) In I sin -r)\dr\ (9b) 

and since the integrand functions in Eq. (9b) are bounded and 
continuous, and e is so small that the neglected areas are nearly 
zero, letting 

J(r], •&) = G(tf - 277) In I sin 771 (10) 

Eq. (9b) becomes 

1 •"2 OJ J 1 /0 
—- dn + - J\ 
d§ ' 2 

(11) 

Since the function J is periodic of period 27r, if only one 
stall cell exists; substituting again Eq. (8) and Eq. (10) into 
Eq. (11) one obtains: 

^ d*g(0 . 
A'(0) = - - ( T 

de 
In s in 2  dU (12) 

The second derivative of the axial perturbation g is calculated 

N o m e n c l a t u r e 

A = amplitude of harmonics 
AR = compressor characteristic aspect 

ratio 
E = energy coefficient 
e = exit duct lag parameter 
F = stall propagation speed and wheel 

speed ratio 
/ = frequency 
g = axial flow coefficient perturbation 

= 1/3 - $ 

h - transverse flow coefficient pertur
bation 

N = number of results 

P = flow perturbation potential 
R = regression coefficient 
i1 = compressor stages lag parameter 
v = guide vanes lag parameter 
x = axial coordinate 
5 = difference real/axisymmetric com

pressor curve 
$ = circumferential coordinate 
X. = overall lag parameter 
$ = average flow coefficient 
if = flow coefficient 
\& = pressure coefficient 
ip = axisymmetric pressure coefficient 

Superscripts and subscripts 

a = accurate solution 
c = correlative model 
n = number of harmonics 
p = compressor characteristic peak 

point 
5 = simplified solution 
v = compressor characteristic valley 

point 
0 = referred to standard condition 
' = 1? derivative 
* = normalized with respect to peak-to-

valley value 
** = normalized with respect to mean g2 

value 
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Fig. 1 Flow chart of the accurate model 

from the previous iteration; the first one utilizes the Moore simpli
fied relation (Eq. (6)), as suggested by Saju (1985). Utilizing 
Eq. (12), h' presents a continuous behavior without singular 
values, increasing the convergence speed of the solution. 

Numerically the problem is the solution of a nonlinear sec
ond-order ordinary differential equation (a boundary value 
one), solved by a shooting method, using an explicit fourth-
order Runge-Kutta solver with Simpson constants and variable 
step. 

The flow chart of the accurate solution code is shown in Fig. 
1. The inner loop controls the period value changing g' at i9 = 
0 by the bisection method (periodicity is intrinsic with the 
definition of g). The second loop checks whether the integral 
of g is nearly zero; if not, the value of the stall cell speed 
propagation F is changed by the secant method. The external 
loop controls the value of 8 (difference between the real and 
the axisymmetric compressor characteristic): h' is updated by 
the recursive method until the differences of 6 values of the last 
two calculations are inside a prescribed tolerance. 

The accurate solution is obtained by starting from the simpli
fied one; this implies that some numerical problems can arise 
in the internal loop if the exact value of the period is not quickly 
reached, because of matching difficulties with the simplified 
solution which is, for one stall cell, a periodic function of period 
27T. These numerical problems grow for high characteristic as
pect ratio AR (see Eq. (17)). 

The code, written in Fortran language, runs on a Pentium 90 
PC, and it takes about 20 seconds to get the simplified solution 
and 100 times more for the complete one. 

Discussion of Results 
Utilizing the model described and the code developed, the 

behavior of axial multistage compressors, operating under rotat
ing stall conditions, is evaluated. The lag parameters are evalu
ated with the method given by Hynes et al. (1985), while the 
axisymmetric curve and the mass flow rate are normalized to 
make possible an easy comparison among different compressors 
in the following way: 

$-0.5 •($„ + $„) 
$* : \£t* = ¥ - 0 . 5 •(<//„ + i/Q 

(13) 

All the flow and characteristic coefficients are calculated both 

-0.80 
6.28 

3.14 
0.00 

Fig. 2(a) Influence of * * and * on g behavior obtained with accurate 
solution 

3.14 
0.00 

Fig. 2(b) Influence of * * and f) on the normalized difference of g func
tion (accurate and simplified solution) 

with the simplified Moore relation (Eq. (6)) and with the accu
rate one (Eq. (4)) given by the Hilbert transform. This allows 
a quick comparison in every flow condition to be obtained. 

The first comparison between the two methods is carried out 
for the axial flow perturbation in Fig. 2, where the configuration 
of the considered turbomachine is shown in Table 1 (standard 
configuration). The trend of g versus <J>* and i? is shown in Fig. 
2 (a ) , while the difference between the accurate and simplified 
solutions is shown in Fig. 2(b). 

In this way, it is easy to understand how accurate the simpli
fied method is. The gap between the two solutions for g is 
normalized with respect to a sort of "mean" axial perturbation 
coefficient 

^ B = \/F (14) 

where E is the energy related to the stall cell and is defined as: 
I>2TT 

(15) 
1 

Jo An Jo 

and 

Ag**(tf) = gatf) , (0) 

2E 
(16a) 

As shown in Fig. 2, Ag * * is not large, except near the peaks 
(maximum and minimum) of the g function where the variation 
is approximately 100 percent. This is not negligible, especially 

Table 1 Standard compressor parameters 

rJ)p-(J)V AR V s e 
0.45 0.7 0.15 1.4 1.75 
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6.28 
3.14 

0.00 

Fig. 3(a) Influence of <I>* and it on h behavior obtained with accurate 
solution 

3.14 
0.00 

Fig. 3(b) Influence of 0* and t> on the normalized difference of h func
tion (accurate and simplified solution) 

for the zone where g is minimum, in fact there is the possibility 
of falling in a back-flow zone, while the underestimated values 
given by the Moore simplification do not represent this flow 
behavior, as already discussed by Arnulfi et al. (1995). 

The same analysis is done for the transverse flow perturbation 
shown in Fig. 3(a) and the difference between the two solutions 
shown in Fig. 3(b). Again the error is normalized as before 
and now one obtains: 

Aft**(tf) = ham - /»,(£) 
IE 

:i6&) 

In this case the gap between the two solutions is large for 
every operating condition and, since h gives information about 
the stall cell propagation around the annulus and the way in 
which flow goes in and out from the stall condition, this is not 
a negligible detail. 

To complete this first part of the comparison, the behavior 
of the energy related to the stall cell changing with the mass 
flow rate $* is shown in Fig. 4. Both the simplified and the 

0.07 
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Fig. 4 Comparison between simplified and accurate stall cell energy 
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Fig. S Comparison between simplified and accurate stall cell speed: (a) 
standard condition; (b) AR influence 

accurate solution present the same trend: in fact, as expected, 
this energy decreases as the compressor approaches stable op
erating or back flow conditions, where the stall cell vanishes. On 
the contrary, the simplified solution underestimates the accurate 
values with an error of about 7 percent, that is why the stall 
cell shape calculated by the Moore relation h' - —g is smoother 
than the shape calculated by the Hilbert transform, as shown in 
Fig. 2. 

The comparison is then carried out on the overall characteris
tic of rotating stall. The nondimensional propagation speed of 
the stall cell versus $* for the two methods is shown in Fig. 
5(a ) , one can see that the stall cell moves, around the annulus, 
more quickly as it approaches nearer and nearer to the negative 
slope legs of the characteristic ($>* s- ±0.5). Moreover, the 
curve obtained by the Moore relation overestimates the one 
obtained by the Hilbert transform. 

The difference between the accurate and the simplified solu
tion, normalized with respect to the accurate one, is shown in 
Fig. 5(b) for several aspect ratio values AR, defined as: 

AR = -^- % (17) 

The parameter AR is representative of the compressor curve 
steepness, so when AR grows, the compressor characteristic 
becomes steeper. One can see that the gap for F between the 
two solutions increases as AR increases and as one approaches 
the recovery or back flow zone; this gap can reach 15 percent 
and more. 

The behavior of the coefficient <5*, the difference between 
the stalled and the axisymmetric characteristic, is reported in 
Fig. 6 (a ) . S* is a decreasing function with <&*, becoming nega
tive for positive values of $*; this means that the stalled curve 
is always less steep than the axisymmetric one. 

The difference between the two analyzed methods is shown 
in Fig. 6(b) for different AR values. It is clear that the simplified 
solution overestimates the accurate one for every mass flow 
rate; this difference increases as the compressor goes toward 
stable or back flow condition, while it decreases for high values 
of the AR parameter. 

Since the coefficient 6* is referred to the overall outlet condi
tions of the compressor, it is important to know the influence 
of the single parts of the machine and the influence of the two 
methods of solution during the calculation. So the contributions 
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Fig. 6 Comparison between simplified and accurate S* values: (a) stan
dard condition; (b) AR influence 

of the single compressor components for pressure rise, for three 
different values of $*, are shown in Fig. 7. One can observe 
that through the inlet duct there is a pressure drop due to flow 
acceleration and pressure losses, except for the circumferential 
stalled portion where the pressure of course does not decrease. 
The IGV also shows a slight pressure drop, but within two 
narrow zones there is a pressure rise due to the crossing of the 
entrance plane of the IGV and due to inertial effects, a function 
of h2. The compressor stages of course provide a pressure in
crease except for the stalled blades that cannot operate well. 
Finally, in the outlet duct the circumferential pressure trend is 
governed by the boundary conditions: stage outlet and down
stream plenum conditions. The pressure rise of the single com
pressor components calculated by the Hilbert transform is 
shown in Fig. 7 (a ) , while the ones calculated by the simplified 
relation are shown in Fig. 7(b). 

The results obtained by the two methods have the same quali
tative trend, but there are strong differences for the maximum 
and minimum values, and the corresponding gradient of the 
pressure functions; this kind of behavior was already shown by 
g and h in Figs. 2 and 3. For this reason, using the simplified 
approach, information on sudden pressure drops or pressure 
increases along •& could be lost, as can be observed for all the 
components here analyzed and especially for the inlet duct and 
the compressor stages. 

A parametric analysis of the overall characteristic of the rotat
ing stall phenomenon is carried out and shown in Fig. 8 to 
complete the study on the accurate solution. One can see in Fig. 
8(b) and 8(c) that propagation speed is quite sensitive to stage 
and exit duct geometry. In fact F increases as 5 increases and 
e decreases, and slightly decreases when the IGV lag parameter 
v grows (Fig. 8(a) ) . The characteristic curve of the compressor 
(represented by gap 6*) and the cell shape (represented by the 
energy E) are not influenced by the lag parameters, but a slight 
change, if the exit geometry varies (e), is noted (Fig. 8(c)) . 

FFT Analysis. Many authors utilize a truncated form of 
the Fourier series of g and h (see Eq. 5(b) and Eq. 5(c)) to 
calculate the rotating stall effects. For this reason an FFT analy
sis of the accurate results is made, then a comparison between 
g and h calculated by the Hilbert transform and g and h calcu
lated using the first 10, 15, and 20 harmonics obtained by the 
FFT analysis, is carried out. This comparison is shown in Fig. 
9 for two different mass flow rate conditions, the gap is normal
ized in the same way as Fig. 2(b) and 3(b), but this time 
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Fig. 7(a) Pressure rise of the single components obtained by the accu
rate method (standard condition) 
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Fig. 7(b) Pressure rise of the single components obtained by the simpli
fied method (standard condition) 
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where n is the number of harmonics. 
Considering less than 10 harmonics, agreement with the com

plete solution is too poor still, the gap being of the order of 
magnitude of the mean g coefficient (over 30 percent), and it 
needs more than 20 harmonics to differ less than 5 percent, 
even in the simplest case of h, for $* = 0.0. 

The FFT analysis is then carried out changing the parameter 
AR and the lag parameters u, s, and e, to obtain a complete 
comparison with the methods utilising the truncated Fourier 
series (Fig. 10). An FFT analysis is also carried out for the 
simplified solution to show the lack of accuracy introduced with 
respect to the accurate one (Fig. 11). It is important to remem
ber that the simplified solution has been obtained by the Moore 
relation (Eq. (6)) , but not as truncated Fourier series. As shown 
in Fig. 10, for the accurate solution, since h is the Hilbert 
transform of g, their spectra coincide (equal frequency and 
amplitude, only phase differs), while (Fig. 11) two different 
spectra are obtained by the simplified solution. At $* = 0.0 
only odd harmonics occur and their amplitude smoothly de
creases down to zero, close to 35 of a revolution. The closer 
negative slope characteristic lags, the more complex the spectra 
are, with even harmonics too and irregular amplitude trends. 
This is not surprising because of the stall cell shape behavior 
(Arnulfi et al., 1995), but unfortunately, from the stall recovery 
point of view, the high $* zone is the most interesting. By 
varying characteristic shape (AR) and lag parameters (v, s, and 
e) no qualitative changes occur in the spectra, but amplitudes 
are slightly different. Comparison with the simplified solution 
shows a rather good agreement as to g, being responsible for 
stall cell shape, but a very poor one as to ft, being related to 
local propagation speed. 

A Time-Effective Model 

The resolution of the rotating stall model including the Hil
bert transform is CPU-time expensive, while in some applica
tions, such as active compressor control or optimization prob
lems for compressor design, a quicker and not iterative proce
dure should be necessary. For this reason, using the accurate 
method presented in this paper, a new correlative approach for 
the overall compressor performance (pressure coefficient and 
propagation speed) is obtained and described by the relations: 

5* = fl($*,AR,e,s,v) (19a) 

F=M$*,AR,e,s,v) (19b) 

and in this case the equations are: 

6* = K,<f>* + £ 3 $ * 3 (20a) 

F = Ka + K2§*2 + K4$>*4 (20b) 

where 

Fig. 9 Comparison for g and h obtained by accurate and truncated 
solutions (n = harmonics number) 

Kj = Kj0 + Knv + Kj2s + Kpe + KjAAR (20c) 

for; = 0 + 4. 
Their numerical values are shown in Table 2. 
The constants have been obtained by a least-squares method, 

based on the results of the accurate model code. 
This correlative approach should be used in the following 

range: 
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Fig. 10 FFT analysis of the accurate solution at different flow rate and 
geometric parameters 

-0 .4 < $* < +0.4 +0.5 < AR < +1.0 

+ 1.0 < e < +2.0 +1.0 < s < +2.5 

+0.0 < v < + 0.2 

Since one can easily estimate axisymmetric characteristic and 

lag parameters (Hynes et al., 1985), immediately these equations 

give an approximate value of 6* and F for every compressor 

operating in any stalled condition. As one can see in Fig. 12, the 

estimation is good (the regression coefficients, defined in Eq. 

(21), are R(8*) = 0.020 and R(F) = 0.005) and, above all, not 

worse than that obtained by traditional simplified methods. 
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Fig. 11 FFT analysis of the simplified solution (standard condition) 

Table 2 Coefficients of correlation 

«>*« 0.3-AR=a.0-v*0.15-s«M-e-1.75 

25 30 
f 

K»= 0.340 KM=-0.105 K«= 0.050 KOJ=- 0.103 K«= 0.103 

K,0=- 2.011 KM- 0.062 K12= - 0.034 Kis= 0.220 Kn= 0.263 

Kjo=-0.213 KJI- 1.355 K22- 0.032 K23= - 0.082 K24= 0.367 

K30= 19.040 K3|= 0.838 K32= 0.014 K3,= -9.182 KJ4=-1.209 

Kutj— 2.863 Kj,= -13.27 ICi2=-0.549 FM,= 1.555 1^,4=-3.932 
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Fig. 12 Comparison between accurate, simplified (Eq. (6)) and correla
tive (Eqs. (17) and (18)) approaches 

R(y) (21) 

Conclusions 
Rotating stall was modeled as proposed by Moore, by utiliz

ing the complete Hilbert transform relation between the axial 

flow perturbation g and the transverse one h. 
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A full comparison between the data given by the accurate 
model and the ones given by the simplified relation was made. 
The main results of this comparison are: 

• the axial perturbations obtained by the two models are 
quite similar, except near peak values, while the trans
verse flow perturbation shows a large difference (Figs. 2, 
3); 

• the energy coefficient E calculated by the simplified 
model underestimates the energy related to the stall cell 
given by the accurate one (Fig. 4) ; 

• <5* and F calculated by the simplified solution always 
overestimate the ones calculated by the Hilbert transform 
(Figs. 5, 6); 

• the single component pressure rise contribution calculated 
by the two models shows a similar trend, but the simpli
fied relation does not capture the sudden pressure drops 
well (Fig. 7) ; 

• from a FFT analysis it turns out that more harmonics are 
needed to represent the flow perturbation as the mass flow 
rate approaches recovery or back flow conditions (Fig. 
10); 

• only a slight change in the amplitudes is produced by 
varying the aspect ratio values AR and the lag parameters 
v, s, and e (Fig. 10). 

Finally a new analytical formulation for <5* and F has been 
proposed, utilizing the data given by the accurate model. In this 
way a quick and easy response on overall rotating stall effects 
is obtained (Fig. 12). 
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Comparison of Sweep and 
Dihedral Effects on Compressor 
Cascade Performance 
The influence of two stacking lines, namely sweep and dihedral, has been investigated 
in a linear compressor cascade. Both types of blade considered are symmetric about 
midspan and consist of a straight central section with either swept or dihedral 
sections toward the endwalls. Two types of experiment have been carried out. First, 
a parametric study was performed by changing both the magnitude and the extent 
of the sweep or dihedral. In the case of swept blades, those with forward sweep 
(SWF), for which the stacking line is swept in the upstream direction toward the 
endwall, were found to have better performance than backward-swept blades. Subse
quently, four sets of SWFs were compared. In the case of dihedral blades, it is well 
known that the dihedral is advantageous when the angle between the suction surface 
and the endwall is obtuse, i.e., positive dihedral. Thus, four sets of positive dihedral 
blades (DHP) were compared. In both SWF and DHP blades, those configurations 
that have better efficiency than straight blades were determined. Second, detailed 
three-dimensional measurements inside the blade passage were performed in the 
cases that showed the best performance in the parametric study. Both SWF and DHP 
showed significant effects on the flowfield. In the SWF case, a vortex, which has the 
opposite sense to the passage vortex, was observed in the forward portion inside the 
blade passage. This vortex supplies high-energy fluid to the endwall region and 
reduces the corner stall. The secondary flow is greatly reduced. In the DHP, the 
blade loading was reduced at the endwall and increased at the midspan. Reduction 
of the corner stall and the secondary flow was also observed. 

Introduction 
Over the years, enormous efforts have been devoted to im

proving the efficiency of gas turbines. One way is to increase 
the "thermodynamic cycle" efficiency by increasing both the 
turbine inlet temperature and the pressure ratio. Another way 
is to increase efficiency in each component, i.e., the compressor 
and the turbine. Because two-dimensional airfoil losses have 
already been greatly reduced with state-of-the-art technology, 
it is necessary to minimize endwall losses to achieve further 
efficiency improvement. 

Many attempts have been made to reduce endwall losses, as 
follows. Breugelmans et al. [1] clarified the positive effect of 
the ' 'dihedral'' in a linear compressor cascade when the suction/ 
endwall corner lies on the obtuse side. Weingold et al. [2] 
investigated bowed stators in a three-stage compressor, which 
have dihedral on both endwalls, and reported a 1 percent in
crease in overall efficiency and an elimination of corner stall. 
The beneficial effects of dihedral in turbine cases were also 
reported by Harrison [3] and Wang et al. [4] , among others. 
"Dihedral" has begun to be used in "real turbines" these days 
as "lean" blades. "Endbends" might be one of the most popu
lar techniques employed in compressors to reduce endwall 
losses. Wisler [6] showed the beneficial effect of endbends, 
which increase camber angle at the endwall and align the cam
ber line with the secondary flow. Robinson [5] reported that 
endbends can reduce the separation at a suction/endwall corner. 
Tweedt et al. [7] investigated the effect of "leading-edge" 
sweep using a two-stage compressor and showed that it can be 
beneficial when it is used with a stationary endwall (a casing 
or a shroud) but detrimental with a running hub clearance. 

Contributed by the International Gas Turbine Institute and presented at the 
42nd International Gas Turbine and Aeroengine Congress and Exhibition, Or
lando, Florida, June 2-5, 1997. Manuscript received at ASME Headquarters 
February 1997. Paper No. 97-GT-2. Associate Technical Editor: H. A. Kidd. 

Doerffer and Amecke [ 8 ] demonstrated that a streamwise end-
wall ' 'fence'' could reduce the spanwise extent of the secondary 
flow and could change the spanwise loss distribution signifi
cantly. 

The present paper aims to contribute to improved understand
ing of endwall loss control and concentrates on clarifying the 
effect of blade stacking lines on the endwall loss in a linear 
compressor cascade. First, a parametric study was performed 
by using different stacking lines: one straight blade (STR), 
four forward-swept blades (SWF), one backward-swept blade 
(SWB) and four positive dihedral blades (DHP). Second, de
tailed three-dimensional measurements were carried out in the 
configurations that showed the best performance in each of two 
parametric studies (considering respectively sweep and dihe
dral). The difference of loss improvement mechanism between 
the sweep and the dihedral is discussed. 

Experimental Setup 

Wind Tunnel and Cascade Configuration. The experi
mental rig is the low-speed cascade wind tunnel " C - 1 " at the 
von Karman Institute. It is a continuous flow facility of a blow-
down type with a rectangular test section of 127 X 500 mm. A 
large centrifugal blower pumps air into the settling chamber, 
which is equipped with screens. A large convergent nozzle 
guides the flow into the rectangular duct and then toward the 
test section. The inlet velocity can be controlled by a variable 
speed D.C. motor. The airfoil used in this study is a controlled 
diffusion blade (CDB), which was designed by Sanger [9] and 
investigated by the Naval Postgraduate school in the USA [10]. 
This airfoil was chosen because it was proved to have better 
"two-dimensional" efficiency than conventional airfoils such 
as the NACA series; thus, the endwall loss seems to become 
relatively larger and the effect of the stacking line is expected 
to be more apparent. The original design has a chord length of 
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Table 1 Cascade con f igu ra t ion 

chord length 100 mm Otdesign,in 39.0 deg. 
number of blades 9 stagger 14.4 deg. 

leading edge radius 0.9% chord solidity 1.67 
max. thickness 7 % chord aspect ratio 1.27 

pitchwise 

Measurement plane number 

4 5 6; 7; 8 9 10 11 ;12 13 14 15 

axial 

endwall 

one passage 

midspan 

13 spanwise locations 

\ 

= / 

X : pitchwise endwall 

Fig. 1 Location of measurement planes 

5 in. (127 mm) . However, it was scaled down to 100 mm 
in this experiment for manufacturing convenience and also to 
increase the aspect ratio, which is restricted by the tunnel width. 
Its specifications are given in Table 1. 

P robe , T rave r se , and Da ta Reduct ion. A four-hole direc
tional pressure probe was used in this study. This pressure probe 
consists of four small pipes. The diameter of each pipe is 0.6 
mm/0.4 mm (outer and inner, respectively) and the resultant 
head size is 1.8 mm X 1.2 mm. The data were taken at 15 
different axial planes, as seen in Fig. 1. At each axial plane, 
traverses at 13 spanwise locations were performed in the 
pitchwise direction. The data were taken at intervals of 1 mm. 

Total pressure loss coefficients are calculated with respect to 
the pitchwise-averaged flow condition of the midspan at the 

View-B 

midspan for 
axial direction swept forward blade 

, Vlew-A 

Lo 

positive (ihedral blade 

wnHwfll 

KS leu 
lie 

endwall 

Swept Forward Blade 

View-A 

endwall 

Positive Dihedral Blade 

View-B 

Fig. 2 Test blade configuration 

inlet. Using the averaging procedure, three pressure loss coeffi
cients are defined as follows: 

Local total-pressure loss coefficient: 

PtMS\ ~ Pi 
UJ = 

Pitchwise-averaged total-pressure loss coefficient: 

_ PIMSI ~ Pi 

u> = 

9MS\ 

Overall total-pressure loss coefficient: 
» PiMSi ~ Pi 
u> = 

QMS\ 

(1 ) 

(2) 

(3) 

The uncertainty levels in this experiment were estimated at the 
Reynolds number of 350,000 with a 95 percent confidence level 
as follows: 

Angle; ± 0.7 deg 

Total pressure coefficient; ± 0 . 1 5 percent 

P a r a m e t r i c S t u d y 

Measurement Conditions. In this parametric study, the ef
fects of two stacking lines, namely sweep and dihedral, are 
investigated. The blades examined are symmetric about the mid-
span and consist of a straight central portion with either swept 
or dihedral portions toward the endwalls (Fig. 2 ) . The airfoil 

N o m e n c l a t u r e 

D = dihedral angle 
L = length of sweep or dihedral portion 

Lo = blade height 
P, = total pressure 
V = velocity 
q = dynamic head 
a = flow angle measured from axial line 

A = sweep angle 
p = static density 
UJ = total pressure loss coefficient 

Subscr ip ts 

/ = total 
MSI = midspan at inlet plane 

Superscripts 

— = pitchwise mass average 
= = overall mass average (pitch and 

spanwise) 
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Table 2 Test cases in swept blade parametric study 

Case Sweep Angle 
A 

Sweep Depth 

LIU 
Direction 

SWB(30,2/6) -30deg 2/6 Backward 
SWF(30,l/6) 30deg 1/6 Forward 
SWF(30,2/6^ 30deg 2/6 Forward 
SWF(15,l/6) 15deg 1/6 Forward 
SWF(15,2/6) 15dcg 2/6 Forward 

Table 3 Test cases in dihedral blade parametric study 

Case Dihedral Angle 
D 

Dihedral Depth 
LIU 

Direction 

DHP(30,l/6) 30dcg 1/6 Positive 
DHP(30,2/6) 30deg 2/6 Positive 
DHP(15,l/6) 15deg 1/6 Positive 
DHP(15,2/6) 15deg 2/6 Positive 

Table 4 Measurement condition 

Inlet 
Reynolds Number 

Inlet Setting Angle 
degree 

Incidence 

350,000 31 Highly Negative 
350,000 33 

350,000 37 Near Design 
350,000 40 
350,000 43 Highly Positive 

shape at each span height is kept the same and also parallel to 
the endwalls so that only the effect of the stacking line is deter
mined. The values in Table 1 are kept constant. As is seen from 
their definition, sweep and dihedral are independent only when 
the stagger angle is zero, i.e., when the stagger line is parallel 
to an axial line. In other cases, they are always dependent. In 
the present study, they can be considered nearly independent 
because of the small stagger angle. 

The configurations tested are summarized in Tables 2 and 3. 
Because the thickness of the inlet boundary layer (shown later) 
is approximately g of the span height, the depths of sweep and 
dihedral are chosen as g and g. In this parametric study, the 
downstream traversing was carried out only at 30 mm from the 
trailing edge (plane 15 in Fig. 1). Data were taken at 13 span-
wise locations at every millimeter. For each configuration, five 
inlet flow conditions were examined (Table 4). Also, oil-flow 
visualizations were performed using a mixture of oil and Ti02 

powder. 

Overall Performance. In this section, the overall loss for 
each configuration is compared. Because of its definition, even 
the overall total pressure loss coefficient at the inlet plane has 
a certain value (not zero) due to the presence of the endwall 
boundary layer. The typical inlet boundary layer profile is 
shown in Fig. 3. 

In order to evaluate the actual generation of the loss along 
the passage, an overall net loss at each axial plane is defined 
as follows: 

^NET = k^each axial plane ^inlet (4) 

Swept Blades. First, a comparison between a forward-swept 
blade, SWF(30, §), and a backward-swept blade, SWB(30, §), 
was carried out to determine the advantageous sweep direction. 
The result of the oil-flow visualization (Fig. 4) shows that the 
corner stall at the suction surface endwall in SWF (30, §) is 
much smaller than that of SWB(30, §). It is understood that 
SWF (30, §) has the effect of delaying the onset of the corner 
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Fig. 3 Typical inlet boundary layer profile (axial plane 1) 

stall while SWB(30, |) does the opposite. Also in the perfor
mance measurement by the pressure probe, SWF (30, f) showed 
much better performance than SWB (30, g) at all the incidences 
tested. 

Second, three additional configurations of only forward-
swept blades (Table 2) were tested in order to determine the 
sensitivity of the sweep angle and the sweep depth. The results 
of all the swept blades are shown in Fig. 5. All of the "forward" 
swept blades show lower losses than the straight blades in the 
smaller incidence region; however, they give almost the same 
or higher loss in the larger incidence region. On the other hand, 
the "backward" swept blades always give higher losses than 
all the rest. 

The minimum losses for each configuration are shown in Fig. 
6. SWF(30, 2/6) shows the smallest loss while SWF(15, g) 

Fig. 4 Oil flow visualization of SWF and SWB at negative incidence 
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has no effect. SWF(30 , g) and SWF(15 , f) show almost the 
same improvement. Within the range tested, the sweep angle has 
a linear effect on loss variation. Further efficiency improvement 
seems to be obtained if the sweep angle or the sweep depth is 
increased more, although efficiency deterioration is expected in 
the higher incidence region as seen in Fig. 5. 

Dihedral Blades. It is well known that dihedral is advanta
geous when the angle between the suction surface and the end-
wall is obtuse, i.e., positive dihedral. Thus, four sets of positive 
dihedral blades were examined (Table 3 ) . The results for all 
the configurations are shown in Fig. 7. DHP (30, §), which has 
the largest dihedral angle and depth, gives the highest losses. 
The rest are better or equal to the straight blades. The loss 
deterioration in the higher incidence region, which is observed 
in forward-swept blades, is not clearly seen in dihedral blades. 
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Fig. 8 Loss improvement in dihedral blades 

The minimum losses for each configuration are shown in Fig. 
8. In both dihedral depths of i and §, a dihedral angle of 15 deg 
gives the minimum value. DHP(15, g), which has the least 
dihedral angle and depth, gives the best results of about 20 
percent loss reduction. This improvement is almost the same 
amount as that achieved by the forward-swept blade, which, in 
contrast, has the largest swept angle and depth. A loss sensitivity 
to stacking line variation is much higher in DHP than in SWF. 

Pitchwise-Averaged Parameters. In this section, spanwise 
loss distributions in swept and dihedral blades are compared. 
In order to determine the improvement or deterioration of 
pitchwise-averaged losses with respect to straight blades at the 
particular span height position, a loss improvement factor, 
Aw, is defined as follows: 

Aw = 
^ LJ ^straight blade Jeach span height 

^NET.straight blades 
(5) 

Figures 9 and 10 show the loss improvement factors of swept 
blades and dihedral blades near the design incidence. All of the 
SWFs show smaller losses at the endwall and at the span height 
from 8 to 20 percent while they show larger losses near the 
midspan. The backward-swept blade, SWB (30, | ) shows the op
posite effect to SWFs except at the endwall. The trends in DHPs 
are very different from those in SWFs. All the DHPs show lower 
losses from the endwall to 15 percent span height and more 
losses in the rest of the span height positions. Depending on the 
magnitude of dihedral angles, the curves near the endwall are 
divided into two groups: large loss improvement with dihedral 
angle of 30 deg and mild loss improvement with 15 deg. This 
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implies that the flow behavior near the endwall is influenced only 
by the dihedral angle, not by its depth (spanwise extent). 

In the case of negative incidences, for both SWF and DHP, 
only the beneficial effects near the endwall remain and losses 
near the midspan do not increase. Consequently, both configu
rations result in reduced losses. On the other hand, in the case 
of the positive incidence, loss deterioration around the midspan 
becomes dominant. Especially in SWF, loss improvement near 
the endwall is hardly seen. 

Detailed Measurement Inside Blades 

Measurement Condition. Detailed pressure probe mea
surements were carried out for STR, SWF, and DHP. Both SWF 
and DHP are the configurations that showed the smallest losses 
in their respective parametric studies. The SWF has a swept 
angle of 30 deg and a depth off. The DHP has a dihedral angle 
of 15 deg and a depth of \. The data were taken at 15 different 
axial planes, as seen in Fig. 1. At each axial plane, traverses at 
13 spanwise locations were performed every 1 mm. The inlet 
Reynolds number and the inlet setting angle are fixed to 350,000 
and 37 deg, respectively for each configuration (cf. Table 4) . 

Flow Structure 

Loss Distribution. The contours of the total pressure loss 
coefficient are compared at 98 percent chord (Fig. 11), which 
is 2 mm upstream from the trailing edge. SWF does not have 
a loss core at the suction /endwall corner as seen in STR, al
though the boundary layer on the suction surface is thicker than 
STR. DHP has a loss core but its size is smaller than that of 
STR. The boundary layer of DHP on the suction surface is 
somewhat thicker than STR. The endwall boundary layer of 
each of the three stackings becomes thinner near the pressure 
surface due to the secondary motion, but the case in DHP is 
the most apparent. 

Secondary Vectors. The secondary vectors are compared at 
26 percent axial chord plane (Fig. 12). The traces of vectors 
are also shown in these figures. These are not real streamlines 
but just loci of two-dimensional vectors, which ignore the axial 
components; however, they are useful for visualizing the flow 
patterns. 

In the case of STR, the so-called passage vortex, which is 
the consequence of the inlet boundary layer and the flow deflec
tion in the passage, is already clearly formed at the 26 percent 
axial chord plane, probably because the airfoil used here is a 
front-loading type. This vortex continues to develop up to the 
exit of the passage. 

In the case of SWF, a large counterclockwise vortex, which 
has the opposite sense to the passage vortex, is seen in the forward 
portion of the passage. This vortex is already found even at the 
2 percent axial chord plane. Its scale becomes largest at the 26 
percent plane (Fig. 12) and then gets weaker. At the 50 percent 
plane, it almost disappears and, instead, a weak passage vortex 
is formed near the endwall. This passage vortex does not develop 
as in STR and results in high spanwise flow at the 98 percent 
plane (Fig. 13); spanwise flow toward the midspan near the 
suction surface and toward the endwall near the pressure surface. 

In the case of DHP, the same trend as for STR is observed, 
but the center of the passage vortex is closer to the suction 
surface and the vortex shape is deformed. 

Flow Pattern on the Suction Surface and the Endwall. A 
comparison of the flow vectors near the suction surface is shown 
in Fig. 14. Again, the traces shown on the figures are loci of 
two-dimensional vectors, not the streamlines. 
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In the case of SWF, the suction peak moves upstream at the 
midspan and downstream near the endwall compared to that of 
STR. Also, the static pressure on the pressure surface becomes 
slightly larger at the midspan and smaller near the endwall. 
Consequently, at the midspan, SWF has higher loading in the 
forward portion of the passage and less loading in the aft por
tion. The loading at the endwall has the opposite trend. Also, 
the adverse pressure gradient at the midspan is larger in SWF 
than in STR. This larger adverse pressure gradient results in 
the separation identified by a "flattening" of the static pressure 
seen from the axial position of 70 mm to the trailing edge. The 
flow visualization results verified this separation, too. This is 
probably one of the reasons for the higher loss around the 
midspan observed in the loss contour (Fig. 11). 

In the case of DHP, the loading distribution changes in a 
different way. At the midspan, the peak suction pressure be
comes smaller, although its position does not change. The blade 
loading becomes larger almost over the full passage. At the 
endwall, the suction peak pressure becomes larger while its 
position again does not change and thus the blade loading be
comes smaller. This phenomenon, i.e., high loading at the mid-
span and less loading at the endwall, is commonly reported in 
both compressors and turbines [ 1, 3 ] . 

The comparison of the local diffusion factor is shown in Fig. 
16. The local diffusion factor is defined as follows: 

L.D.F. = fmax '-'exit 
(6) 

each span height 

Compared to STR, SWF has higher diffusion factors near the 
midspan, lower values from around 10 mm to 25 mm span 
height, and again higher values in the vicinity of the endwall. 
This trend clearly corresponds to the difference of the loss 
pattern observed along the suction surface (Fig. 11). In the 
case of DHP, diffusion factors are higher near the midspan, 
almost the same as STR from about 5 mm to 30 mm span height 
and lower at the endwall. This trend is also seen in the loss 
pattern. 

The spanwise static-pressure distributions near the suction 
surface are compared in Fig. 17. At the 14 percent axial position, 
the spanwise pressure gradient of both SWF and DHP is smaller 
than that of STR near the endwall. This might delay the onset 
of the corner stall. At the 38 percent axial position, SWF shows 
a relatively flat distribution because the suction peak moves 
upstream at midspan and downstream near the endwall. DHP 
clearly shows the higher loading at the midspan and lower 
loading near the endwall, which results in a larger spanwise 
pressure gradient. 

Fig. 12 Comparison of secondary velocity vector at 26 percent axial 
chord plane 

The corner-stall lines are clearly seen in each type of stacking. 
The extent of the corner stall at the trailing edge is almost the 
same for the three stacking lines, although the location where 
the corner stall occurs at the endwall is different. The locations 
of the onset of the corner stall are at about 30 mm from the 
leading edge in STR and at about 50 mm in SWF and DHP. 
Apparently, SWF and DHP have the effect of delaying the onset 
of corner stall. 

At the plane 3.6 mm from the suction surface (not shown), 
the effect of the corner stall is still observed clearly in STR but 
is hardly seen in SWF and DHP. This implies that the corner 
stall in SWF and DHP is thinner in the pitchwise direction than 
that in STR. 

Static Pressure Distribution and Blade Loading. The static 
pressure distribution near the blade surface, i.e., blade loading, 
is compared at the. midspan and near the endwall in Fig. 15. 

SWF 

Ssoondary Vectors 

Axial Position 12: 

98% chord 

Inlet Angle : 37 dsg 

Fig. 13 
plane 

10 20 30 40 
Pltotiwlts Position (mm) 

Secondary velocity vector of SWF at 98 percent axial chord 

Journal of Turbomachinery JULY 1998, Vol. 120 / 459 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Trailing Edge 

STR 

1,6mm Irom 

Suction Surface 

Corner Stall Line 

Inlet Angle: 37 deg. 

Reading Edge 

0 20 40 60 

Spanwlse Position Y (mm) 

SWF 

1.6mm from 
Suction Surface 

Corner Stall Line 

Inlet Angle: 37 deg 

o- 40 
is 

0 20 40 60 

Spanwlse Position Y (mm) 

Trailing Edge 
DHP 

,6mm Irom 
Suction Surface 

imer Stall Line 

Inlet Angle: 37 deg. 

.Leading Edge 

0 20 40 60 80 

Spanwlse Position Y (mm) 
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Averaged Parameters 

Loss Evolution. In order to determine a real change of 
pitchwise-averaged loss at the particular span height position, 
a net loss at each span height is defined as follows: 

_ \ ^each axial plane ^inlet /each span height / " 7 \ 
^NET — ~ ( I ) 

W N E T 

It should be mentioned that, in this representation, values on 
streamlines are not followed. The value wNET only shows the 
difference between the inlet and certain axial position, thus, the 
difference can come from any of the following: convection, 
diffusion or loss generation. 
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Fig. 15 Blade loading 

The evolution of the net losses, U)NET> are compared at three 
different span height positions with the overall net losses, 
DNET(dotted l ine) , in Figs. 18, 19, and 20. 

In the case of STR, the overall net loss, wNET, increases more 
than the midspan loss, oNET,5o% span, inside the blade passage as 
commonly expected. However, the difference rapidly decreases 
downstream of the trailing edge, which implies that high span-
wise mixing occurs. The loss at the endwall, wNETil%spal l, in
creases rapidly until 30 percent axial position, where the onset 
of corner stall is seen in flow vectors (Fig. 14) , then decreases 
gradually. This suggests that the corner stall enhances the span-
wise transport of the low-energy fluid from the endwall towards 
the midspan. The loss at 11 percent span height, u5NET,u%Spa„, 
increases much more than that at the midspan (50 percent span 
height) and forms the loss core at the suction/endwall corner. 

In the case of SWF (Fig. 19) , the loss evolution pattern 
inside the blade passage is almost the same as the net loss 
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s i K 

2.6mn from i.S 

10 20 30 40 50 60 
Spanwise Position (mm) 

Fig. 16 Local diffusion factor 

70 80 

460 / Vol. 120, JULY 1998 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 10 20 30 40 BO 60 70 
Spanwise Position (mm) 

v 
c 

II3 

<y 0 
O 

1 -1 
' 3 - 2 
i 

13 "3 

_5u% 
11 

v. >vcrnU v. >vcrnU 

Spanwise Postion 1 / o \ 

L E. T E. 

-20 0 20 40 60 80 100 120 140 
Axial Position ( %, Z / Axial Chord) 

Fig. 19 Axial distribution of overall loss and loss at three spanwise 
positions for SWF 

20 30 40 60 

Spanwise Position (mm) 

Fig. 17 Spanwise static pressure distribution on suction surface 

(©NET) from the midspan (£>NET,5o%span) to the 11 percent span 
height (S5NET]U%spa„). Each of them increases mainly in the for
ward portion of the blade passage. After the trailing edge, the 
midspan loss becomes much larger than the overall net loss 
probably due to the separation on the suction surface and the 
convection of low energy fluid from the endwall region. The 
rapid increase of the loss at the endwall (u>NET,i%Span), which is 
observed in the case of STR, does not occur here. The counter
clockwise vortex observed in the forward portion of the passage 
(Fig. 12) seems to supply high energy fluid to the endwall 
region. From 80 percent axial position, the loss near the endwall 

(wNET,i%sP!m) decreases sharply. This is probably due to the large 
spanwise flow near the suction surface in the aft portion of the 
blade passage (Fig. 13). 

In the case of DHP (Fig. 20), the loss evolution pattern is 
very similar to STR but there are still some differences. The 
loss at the midspan suddenly increases around 70 percent axial 
position while it increases gradually inside the passage in the 
case of STR. This is probably because of the high loading at 
the midspan in DHP observed in the static pressure distribution. 
The difference worth mentioning is that the position, from 
which wNET,i%Span begins to decrease, moves to 50 percent axial 
position (30 percent in STR), which again corresponds to the 
onset of corner stall in DHP as in STR. 

Mass Flow Distribution. Because the flowfield considered 
is incompressible, the mass flow rate is proportional to an axial 
velocity. In order to compare the mass flow distribution at the 
different axial planes, where the mean axial velocity is different 
due to the change of the passage area, a mass flow rate is defined 
as follows: 

^axial 

^axial 
(8) 

The axial evolution of the mass flow rate at two different 
spanwise positions, one at the midspan and another at 3.5 mm 
from the endwall, is shown in Fig. 21. Also the spanwise distri
bution of the mass flow rate is compared at 98 percent axial 
plane and 131 percent axial plane in Figs. 22 and 23. 

In the case of SWF, the mass flow rate is larger near the 
endwall and smaller at the midspan than STR inside the passage 
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(Fig. 21). After the trailing edge, the high mass flow region 
around 10 percent span height moves toward midspan (Fig. 
23). In other words, SWF causes a high flow rate near the 
endwall in the forward portion of the passage due to the counter
clockwise vortex and decreases the flow rate again in the aft 
portion of the passage due to the high spanwise flow near the 
suction surface. 

In the case of DHP, the trend in the forward portion of the 
passage is the same as that for STR. However, the flow rate 
near the endwall increases gradually after 50 percent axial posi
tion (Fig. 21). Subsequently, DHP has the most uniform mass 
flow distribution at 131 percent axial position (Fig. 23). 

Discussion 

Both in SWF and DHP, performance improvement is ob
tained by the balance between beneficial and negative effects. 
In this section, these two effects are discussed. 

Loss Improvement Mechanism in SWF. The beneficial 
effects for SWF are attributed to the delay of the onset of corner 
stall and its reduced pitchwise expansion from the suction sur
face. Both of them are identified by the flow pattern seen from 
flow vectors and the flow visualization results. 

The delay of the onset of the corner stall is mainly due to 
two phenomena. One is the vortex observed in the forward 
portion of the passage and has the opposite sense to the passage 
vortex. This vortex supplies high-energy fluid into the suction/ 
endwall corner and energizes the endwall boundary layer. The 
other is the lower spanwise pressure gradient near the endwall 
with which the flow can attach to the wall longer than for STR. 

The reduced pitchwise expansion of the corner stall is proba
bly the result of high spanwise flow toward the midspan in the 
aft portion of the passage. This flow sweeps the low-energy 
fluid toward the midspan, prevents accumulation of it and keeps 
the stall size small. 

The vortex mentioned above is not the same as the one com
monly seen on a delta-wing because the sense of the rotation 
is opposite and a leading edge separation, which is observed 
on the delta-wing, was not found from the flow visualization 
of SWF. 

The negative effects are twofold. One is the larger adverse 
pressure gradient on the suction surface at the midspan, which 
results in the separation at about 70 percent of the axial chord. 
Another is the high spanwise flow, which, on the contrary, has 
a beneficial effect at the endwall. Near the midspan, the low-
energy flow from the endwall region enlarges the midspan sepa
ration. 

Near the design incidence, where the detailed measurement 
was carried out, these two effects balance and the overall loss 
becomes almost the same as STR. However, at negative inci
dence, the midspan separation does not occur (identified by 
flow visualization), only the beneficial effects hold and, conse
quently, SWF has better efficiency than STR. In the high posi
tive incidence, the midspan separation becomes so dominant 
that the loss of SWF becomes worse. 

Loss Improvement Mechanism in DHP. The main feature 
in DHP is the unloading near the endwall and the overloading 
around the midspan. Both effects are identified by static pressure 
and local diffusion factor distributions. 

Although the beneficial effects of DHP come from the same 
phenomena as SWF, i.e., the delay of the corner stall and less 
pitchwise expansion, the way they are achieved is different. At 
the endwall, the inclination of the blade force by the dihedral 
increases the pressure level, reduces the velocity level (and 
mass flow rate), and reduces the loading there. Because of this 
unloading at the endwall, the onset of the corner stall is delayed 
and secondary flows on the endwall decrease. Also, the low-
energy fluid near the endwall moves toward the midspan be
cause of the larger spanwise pressure gradient. Probably, this 
avoids an accumulation of low-energy fluid and prevents the 
expansion of the corner stall. 

A main negative effect is the increased loading at the mid-
span, which results in higher airfoil loss. Also, the movement 
of low-energy fluid from the endwall mentioned above makes 
the midspan loss worse. 

In the case of DHP, loss improvement is achieved over wider 
range of incidences than SWF. This is because the loss deterio
ration at the midspan is smaller than SWF and DHP can keep 
better balance between the gain at the endwall and the loss at 
the midspan. 
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Conclusion 

We have carried out a parametric study of two stacking lines, 
namely, sweep and dihedral, using pressure measurements at 
the downstream plane of the cascades and flow visualizations 
on the blade surface and the endwall. Both types of blades 
considered are symmetric about the midspan and consist of a 
straight central portion with either swept or dihedral portions 
towards the endwalls. 

Also, detailed three-dimensional flowfield measurements in
side the blade passage were performed in the cases that showed 
the best performance in each of the parametric study for swept 
blades or dihedral blades. 

The following conclusions have been drawn: 

• The parametric study determined the configurations that 
reduce overall losses by about 20 percent in both swept 
blades and dihedral blades. Also, the advantageous direc
tion of the sweep is proved to be forward, the stacking 
line being more upstream at the endwall than the midspan. 

• Detailed flowfield measurements inside the blade passage 
clarified that both sweep and dihedral have beneficial ef
fects and negative effects at the same time and loss im
provement depends on their balance. 

• The forward-swept blades form a vortex in the forward 
portion of the passage, which has the opposite sense of 
rotation to the passage vortex. This vortex seems to supply 
high-energy fluid to the suction/endwall corner and to 
delay the onset of corner stall. 

• The forward swept blades change the pressure field and 
create a larger adverse pressure gradient on the suction 
surface around the midspan. This causes a separation and 
high losses. Also, the forward-swept blades create large 
spanwise flows toward the midspan on the suction surface 
at the aft portion of the passage. Because of these, losses 
near the endwall reduce but losses around the midspan 
increase. 

• In the positive dihedral blades, unloading near the endwall 
and overloading near the midspan were observed. Un
loading near the endwall delays the onset of the corner 
stall while overloading around the midspan increases the 
airfoil loss. 

• The somewhat larger spanwise pressure gradient on the 
suction surface created by dihedral prevents an accumula
tion of low-energy fluid near the endwall; however, it 
worsens midspan losses by the convection of the low-
energy fluid from the endwall. 

• The positive dihedral blades are effective over a wider 
range of incidence angles than swept blades. 
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D I S C U S S I O N 

J. M. M. Place1 and N. A. Cumpsty2 

Accurate data obtained in nonsimple cascades offer opportu
nities for testing our understanding of how flow behaves in 
three dimensions. They also provide cases for testing CFD. The 
present results are to be welcomed. 

We ourselves have encountered difficulty with the terminol
ogy that describes different blade stacking lines because sweep 
and dihedral have distinct aerodynamic effects. It is convenient 
to reserve the meaning of dihedral to be lean at right angles to 
the sweep so the translation producing it is normal to the stagger 
line. As the authors point out, the DHP blade, described in the 
paper as having "dihedral," actually has aft sweep as well as 
dihedral. Since Breugelmans et al. (1984) were so careful in 
their definitions, this much less rigorous usage seems paradoxi
cal. It would seem more logical, as well as more desirable, to 
describe the DHP blades as having "tangential lean," which 
includes both true dihedral and sweep. 

In our research we have made some effort to explain the 
effects of sweep and dihedral (Place, 1997). Most of this has 
been carried out using three-dimensional Navier-Stokes 
solvers, but some insight can be obtained using a lifting line or 
bound vortex representation of the blades. When the blade is 
swept or leaned, the lifting line is assumed in these simplified 
treatments to move by the same amount. The circulation of the 
bound vorticity inclined into the wall induces velocities, as does 
the image vortex of equal magnitude. Over the forward part of 
the blade, the forward sweep induces flow near the suction 
surface toward the endwall and induces flow near the pressure 
surface away from the endwall. These changes to the spanwise 
flow oppose the classical secondary flow created by turning the 
incoming endwall boundary layer within the blade passage, and 
therefore reduce the cross-passage flow of endwall fluid toward 
the suction surface. This effect can be discerned in Fig. 12, 
where the flow is toward the suction surface in the straight 
blade and toward the pressure surface in the forward-swept 
blade. Aft sweep will tend to add to the classical secondary 
flow and there is then more loss and blockage buildup on the 
suction surface. 

Sweep has other effects on the end-wall flow, which may be 
explained by trying to match the curved meridional streamline 
pattern on an infinite-span blade (which approximates the be
havior near midspan) with the straight meridional streamlines 
near the endwalls. Forward sweep leads to dilation of the meridi
onal streamtube near the endwall ahead of the leading edge 
followed by a contraction and then again a dilation further 
downstream. The sequence leads to a corresponding accelera
tion, deceleration, and acceleration of the endwall flow relative 
to that for unswept blades; the consequence is usually lower 
endwall loss. Aft sweep has the opposite effects and leads to 
an increase in endwall loss. 

Dihedral, on the other hand, causes the bound vortex and its 
image to induce velocities more or less parallel to the primary 
flow. If the dihedral is positive, so that the suction surface 
makes an obtuse angle with the endwall, the induced velocities 
tend to reduce the velocity peak on the suction surface, which 
reduces the diffusion near the suction surface-endwall corner. 
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Conclusion 

We have carried out a parametric study of two stacking lines, 
namely, sweep and dihedral, using pressure measurements at 
the downstream plane of the cascades and flow visualizations 
on the blade surface and the endwall. Both types of blades 
considered are symmetric about the midspan and consist of a 
straight central portion with either swept or dihedral portions 
towards the endwalls. 

Also, detailed three-dimensional flowfield measurements in
side the blade passage were performed in the cases that showed 
the best performance in each of the parametric study for swept 
blades or dihedral blades. 

The following conclusions have been drawn: 

• The parametric study determined the configurations that 
reduce overall losses by about 20 percent in both swept 
blades and dihedral blades. Also, the advantageous direc
tion of the sweep is proved to be forward, the stacking 
line being more upstream at the endwall than the midspan. 

• Detailed flowfield measurements inside the blade passage 
clarified that both sweep and dihedral have beneficial ef
fects and negative effects at the same time and loss im
provement depends on their balance. 

• The forward-swept blades form a vortex in the forward 
portion of the passage, which has the opposite sense of 
rotation to the passage vortex. This vortex seems to supply 
high-energy fluid to the suction/endwall corner and to 
delay the onset of corner stall. 

• The forward swept blades change the pressure field and 
create a larger adverse pressure gradient on the suction 
surface around the midspan. This causes a separation and 
high losses. Also, the forward-swept blades create large 
spanwise flows toward the midspan on the suction surface 
at the aft portion of the passage. Because of these, losses 
near the endwall reduce but losses around the midspan 
increase. 

• In the positive dihedral blades, unloading near the endwall 
and overloading near the midspan were observed. Un
loading near the endwall delays the onset of the corner 
stall while overloading around the midspan increases the 
airfoil loss. 

• The somewhat larger spanwise pressure gradient on the 
suction surface created by dihedral prevents an accumula
tion of low-energy fluid near the endwall; however, it 
worsens midspan losses by the convection of the low-
energy fluid from the endwall. 

• The positive dihedral blades are effective over a wider 
range of incidence angles than swept blades. 
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Dihedral generally has only a small effect on cross-passage 
flow. Although positive dihedral reduces the cross-passage pres
sure gradient, the net effect on cross-passage flow can be small, 
because positive dihedral also reduces the throughflow velocity 
near the wall. This can be seen in Fig. 11, where the "twist" 
of the loss contours near the endwall (a measure of the cross-
passage flow) for the blade with dihedral is similar to that of 
the straight blade. (In fact, the twist is slightly greater for the 
DHP blade, which is probably a result of the aft sweep produced 
by the tangential lean.) 

These arguments about sweep and dihedral are based on the 
lifting-line vortex model, which is an oversimplification. In the 
first place, the use of a single bound vortex is a poor representa
tion of blades that are long in the chordwise sense compared 
with the thickness of the endwall boundary layer or the spanwise 
extent of dihedral or sweep. Furthermore, the effect of stacking-
line geometry changes on the pressure distribution of the blades 
is not as assumed above, but the suction and the pressure peaks 
move less than the blade sections move. Most obviously in the 
case of sweep, the isobars tend to remain comparatively straight 
across the span, so the blade sections tend to move relative to 
the isobars. A proper treatment requires full three-dimensional 
calculation methods, and arguments such as these that consider 
a bound vortex are intended only to give a plausible explanation 
rather than a complete description. One can, however, use such 
the simplified methods to recognize that the low loss of the 
forward-swept blade is not due to the vortex observed in the 
forward part of the passage, but to the bound vorticity inducing 
velocities that oppose the classical secondary flow. 

It should also be noted that an aerofoil profile section (such 
as the NACA series), which is an optimum in a two-dimen
sional flow, will not form the optimum in a three-dimensional 
flow, or one where lean and sweep has been introduced. The 
appropriate blades will have their profile (camber, stagger, and 
thickness distributions) tailored to the flow and geometry. 

There are two further points that the authors may be able to 
deal with before the paper is published in the ASME JOURNAL 
OF TURBOMACHINERY . There is some confusion in our minds 
between Figs. 15 and 16. In Fig. 16 the swept-forward blade 
has the highest diffusion factor at midspan, but in Fig. 15 it 
would appear to be the blade with dihedral, which has the largest 
suction surface diffusion. It might also be mentioned that our 
experience has shown that the highest level of blade loading is 
not to be expected at midspan, but where the sweep or dihedral 

blend into the straight section. Finally, the arrows in Figs. 11 
and 12 are too small in some places and there is a need for an 
arrow to be shown that gives the free-stream velocity magni
tude. 
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Authors' Closure 
The authors would like to thank Dr. Place and Professor 

Cumpsty for their detailed discussion. The following closure is 
prepared for the discussion: 

1 According to Smith et al. (1963), "Blades are said to 
have sweep when the flow direction is not perpendicular to the 
spanwise direction," and we did not want our "dihedral 
blades" to have this feature. On the other hand, sweep inevita
bly introduces some extent of dihedral. And, as we have pointed 
out in our paper, sweep and dihedral are purely independent 
only when the stagger angle is zero. In this geometric sense, 
the authors agree that it is more logical to describe our DHP 
blades as "tangential-lean blades." Also in this sense, we might 
say that sweep has "stagger-wise lean." 

2 We simply described the experimental results that the 
vortex in the forward part of SWF rotates in the direction oppo
site to that the passage vortex. In the aft part of SWF, the 
passage vortex is weakened. This result does not contradict the 
lifting-line vortex model in the discussion. Also we would like 
to emphasize the effect of delaying the onset of corner stall by 
the flow behavior observed in the forward part of SWF. 

3 With respect to the experience of Dr. Place and Professor 
Cumpsty that the highest level of loading is expected where 
sweep or dihedral blends into straight section, our results also 
showed the same feature as shown in Fig. 16 (Local Diffusion 
Factor). SWF has a sweep portion of 42 mm and DHP has 
dihedral portion of 21 mm. Both of them show the highest 
values there. 
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Blockage Development in a 
Transonic, Axial Compressor 
Rotor 
A detailed experimental investigation to understand and quantify the development of 
blockage in the flow field of a transonic, axial flow compressor rotor (NASA Rotor 
37) has been undertaken. Detailed laser anemometer measurements were acquired 
upstream, within, and downstream of a transonic, axial compressor rotor operating 
at 100, 85, 80, and 60 percent of design speed, which provided inlet relative Mach 
numbers at the blade tip of 1.48, 1.26, 1.18, and 0.89, respectively. The impact of 
the shock on the blockage development, pertaining to both the shock/boundary layer 
interactions and the shock/tip clearance flow interactions, is discussed. The results 
indicate that for this rotor the blockage in the endwall region is 2-3 times that of 
the core flow region, and the blockage in the core flow region more than doubles 
when the shock strength is sufficient to separate the suction surface boundary layer. 

Introduction 
Based on the work of Koch and Smith (1976), and Koch 

(1981), it is clear that there is a relationship between the 
blockage (denned as the effective reduction in flow area) in a 
turbomachine and the losses, pressure rise, and flow range of 
that turbomachine. For example, Smith (1970) correlated the 
casing boundary layer displacement thickness to the static pres
sure rise and efficiency from a number of low-speed multistage 
compressor tests. Furthermore, Smith demonstrated that for 
low-speed axial compressors the endwall boundary layer thick
ness is directly related to (1) the blade-to-blade passage width, 
(2) the aerodynamic loading level, and (3) the tip clearance. 
Smith never used the term blockage, but his work clearly dem
onstrates the direct relationship of the blockage to the pressure 
rise and losses in the endwall region of low-speed compressors. 
In this investigation both endwall blockage and the blockage 
generated by the blade surface boundary layers will be evalu
ated. It will be shown that the blockage resulting from the blade 
boundary layers is sensitive to the inlet Mach number level, 
especially at high Mach number conditions for which the shock 
may induce boundary layer separation, thereby changing the 
blockage level and its spanwise distribution. 

A methodology to quantify the endwall blockage generated 
within the blade row by the tip clearance flow was developed 
by Khalid (1994). His results were based on three-dimensional 
Navier-Stokes computations of the flowfields in a low-speed 
stator, low-speed rotor, and a transonic fan with several values 
of tip clearance height. His results indicated that the loss in 
total pressure in the endwall region resulted from the interaction 
of the leakage flow and passage flows and that the vortical 
structure associated with the clearance vortex was not a major 
factor in generating the endwall blockage. Khalid developed a 
correlation between the endwall blockage and the aerodynamic 
loading on the blade, which indicated there is a limiting value 
of the loading. In this paper we use experimental data and 
variations on Khalid's methodology to evaluate the blockage in 
both the endwall and core flow regions of a high-speed, highly 
loaded compressor rotor. The assumptions made and calculation 
procedure used in this paper to estimate blockage are described 
in the data analysis section. 
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One may question the need to quantify blockage from experi
mental measurements with the advent of three-dimensional Na
vier-Stokes flow solvers. However, it has been demonstrated 
that state-of-the-art computational fluid dynamic (CFD) codes 
are unable to predict the performance and flowfield characteris
tics of NASA Rotor 37 accurately. CFD simulations of Rotor 
37 generated for the ASME "blind test case study" as well as 
additional simulations of Rotor 37 generally predict a higher 
total pressure and total temperature rise across the rotor as 
compared to, the experimental data (see Chima, 1996; Dalbert 
and Wiss, 1995; Denton, 1996; Shabbir et al., 1996; Suder, 
1996). In addition, the shapes of the radial distributions of total 
temperature and pressure from the CFD simulations were very 
much different from that of the experimental data. These dis
crepancies between the data and CFD and the differences among 
the various CFD solutions are in part attributed to the inability 
of the CFD to predict the blockage accurately and to the sensi
tivity of the rotor's performance to slight changes in blockage. 
Further evidence that the CFD has difficulty in accurately pre
dicting the blockage in NASA Rotor 37 can be found in the 
results of Suder and Celestina (1996) who studied the interac
tion between the shock and tip clearance flow. Their results 
indicated that their CFD simulation predicted the features and 
trends of the endwall flow field but underpredicted the radial 
penetration of the tip clearance flow. It was surmised that the 
CFD was underpredicting the blockage in the endwall region. 
In this paper we will quantify the blockage development re
sulting from the shock/tip clearance flow interactions and the 
shock/blade surface boundary layer interactions and relate the 
blockage to the performance characteristics of the rotor. 

To illustrate the impact of the blockage on the performance 
characteristics of the rotor in this investigation using only the 
experimental data, the measured and ideal pressure rise and 
adiabatic efficiency characteristics for this test compressor op
erating at design speed are plotted in Fig. 1. The mass flow is 
normalized by the choking mass flow of 20.93 kg/s. The ideal 
pressure ratio was calculated by using the isentropic relation 
and the actual work input. The shock loss was calculated using 
a normal shock with an inlet Mach number of 1.4. In a transonic/ 
supersonic compressor the shock is the primary source of pres
sure rise, and though the losses are considerable across the 
shock, it is shown in Fig. 1 that the shock is an efficient com
pressor. These results are consistent with the findings of Wood 
et al. (1986). The remaining losses such as those due to blade 
boundary layers, blade wakes, secondary flows, and tip clear-
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ance flows are indicative of a blockage to the flow, and they 
will be referred to as the ' 'blockage-related losses.'' It is evident 
that for this rotor the blockage has a considerable impact on the 
performance, and there is much potential for gains in machine 
performance if we can understand the blockage development 
and optimize the design to minimize the blockage related losses. 

Therefore, the intent of this work is to quantify the level of 
blockage and to explain and verify with experimental evidence 
the flow mechanisms responsible for the development of 
blockage in a transonic, axial compressor rotor operating at 
design and off-design conditions. Previous research in this area 
has either been performed using computational methods to cal
culate the flowfield or experimental measurements acquired 
downstream of the compressor—generally for low-speed ma
chines operating at design conditions. In this investigation de
tailed laser anemometer measurements acquired upstream, 
within, and downstream of a transonic, axial compressor rotor 
operating at design and off-design conditions are used to investi
gate blockage development. At design speed where the rotor 
shock is present, data are presented and analysis performed at 
two operating conditions to show the blockage development 
within and downstream of the rotor blade row. Inside the blade 
row the blockage is evaluated ahead of the rotor passage shock, 
downstream of the rotor passage shock, and near the trailing 
edge of the blade row. This analysis is performed in the core 
flow area as well as in the casing endwall region. Blockage is 
also evaluated for two part-speed conditions for which (1) the 
rotor passage shock is much weaker than that at design speed 
and (2) there is no rotor passage shock. 

Test Equipment and Procedure 

Facility and Test Rotor. The experiment was performed 
in the single-stage transonic compressor facility at the NASA 
Lewis Research Center. A detailed description of the facility is 
given by Urasek and Janetzke (1972). The test compressor was 
designed as an inlet stage for an eight-stage 20:1 pressure ratio 
advanced core compressor and is designated as NASA Stage 
37. For this experiment NASA Rotor 37 was tested in isolation 
to avoid the interaction effects generated by the presence of an 
upstream inlet guide vane or downstream stator blade row. 
(Note that this test configuration of NASA Rotor 37 was that 
used as the test vehicle for the ASME sponsored CFD test case 
exercise. The results of this exercise were presented at the 1994 
ASME IGTI turbomachinery conference and are discussed by 
Denton, 1996.) The rotor design pressure ratio is 2.106 at a 
mass flow of 20.19 kg/s. The inlet Mach number is 1.13 at the 
hub and 1.48 at the tip at the design tip speed of 454 m/s. The 
rotor aspect ratio is 1.19 and the hub/tip radius ratio is 0.70. 
Details of the rotor aerodynamic design were reported by Reid 
and Moore (1978). Overall aerodynamic performance of the 
stage was reported by Moore and Reid (1980). 

Aerodynamic Probe Measurements. The performance 
characteristics of the rotor are determined from aerodynamic 
probes, which are surveyed radially approximately one chord 
upstream of the rotor and two chords downstream of the rotor. 
The probe measurements are corrected for Mach number and 
streamline slope based on a calibration of each probe used and 
on the design streamline slope. All measurements are corrected 
to NACA standard-day sea-level conditions at the rotor inlet. 
Radial distributions of total temperature are mass averaged 
across the annulus. Radial distributions of total pressure are 
energy averaged by converting them to their enthalpy equiva
lents and then mass averaging them across the annulus. The 
details of these calculations are described by Suder (1996). 
The measurement uncertainties are: massflow, ±0.3 kg/s; flow 
angle, ±1.0 deg; total pressure, ±0.01 N/cm2; total tempera
ture, ±0.6 K. 

Laser Anemometer System and Measurements. Detailed 
flow field measurements are acquired with a two-color fringe-
type laser anemometer system, which is configured to simulta
neously acquire the tangential and axial velocity components. 
Measurements are acquired along the 30, 50, 70, 90, and 95 
percent span streamsurfaces and several cross-channel planes 
upstream and downstream of the rotor. A full description of the 
laser anemometer system, seeding system, data acquisition, and 
reduction procedure is given in Suder (1996). The uncertainties 
in the laser anemometer velocity and flow angle measurements 
are estimated as 1 percent and 0.5 deg, respectively. 

All laser anemometer results presented are based on the ve
locity distribution across an averaged blade passage, which is 
calculated by ensemble-averaging the measurements acquired 
in each individual blade passage. The relative Mach number is 
calculated from the relative velocity and the local speed of 
sound at each point in the flow field using the procedure dis
cussed by Strazisar et al. (1989). 

N o m e n c l a t u r e 

A = area, m 
B = blockage (1 = effective flow area/ 

geometric flow area) 
H = shape factor = 6*/9 

Mrel = relative Mach number 
N = rotation speed of rotor, rpm 

NB = number of rotor blades = 36 
P = total pressure, N/m2 

Pref = standard day total pressure = 
101,325 N/m2 

r = radius, cm 
rref = standard day total temperature 

288.2 K 
Ts = static temperature, K 
u = local velocity, m/s 

y = distance normal from a surface, cm 
6 = boundary layer thickness, cm 

6* = boundary layer displacement thick
ness, cm 

8 = boundary layer or wake momentum 
thickness, cm 

p = density, kg/m3 
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Table 1 Variation of inlet relative Mach number and rotor tip clearance 
for tested rotor wheel speeds 

% Design Speed Mre| at Hub Mrel at Tip Tip Clearance, 
mm (% rotor tip 

chord) 

60 0.68 0.89 0.58(1.0) 

80 0.90 1.18 0;50 (0.9) 

85 0.96 1.26 N/A 

100 1.13 1.48 0.40 (0.7) 

Experimental Procedure. The majority of the data were 
acquired for the rotor operating at design speed conditions. 
However, to evaluate the effect of the inlet Mach number on 
the rotor performance and blockage development, data were 
also acquired at part speed conditions. The inlet relative Mach 
numbers and measured tip clearance for each rotor wheel speed 
are provided in Table 1. 

The performance characteristics at 60, 80, and 100 percent 
of design speed, based on the aerodynamic probe surveys, are 
plotted in Fig. 2. Detailed laser anemometer surveys were per
formed at one throttle valve setting each for the data acquired 
at 60, 80, and 85 percent of rotor design speed. At design speed 
the LFA data were acquired at three throttle valve positions and 
are denoted max flow, high flow, and low flow in reference to 
the amount of mass flow through the rotor. The circled data 
points in Fig. 2 indicate the high flow operating conditions 
where the detailed laser anemometer surveys were acquired. 
These conditions represent a nearly constant incidence angle to 
the rotor at 60, 80, and 100 percent of design speed. 

Data Analysis: Quantification of Blockage 
Blockage is defined as an effective reduction in flow area 

and is represented by: 

B = ( effective area 

geometric area/ 

/ 
6*dr 

(1) 

where A is the total area and <5* is the integral of the velocity-
density deficit across the rotor passage. The integral of the 
velocity-density deficit is defined at each radial measurement 
location by 

10 12 14 16 18 20 22 

Mass Flow, (kg/s) 

Fig. 2 Overall performance characteristics 
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p2irlNB 

6*(r).= 
Ja=o 

pu 
(pu)in, 

rdd (2) 

and is analogous to the displacement thickness from boundary 
layer theory. (S* will be referred to as the displacement thick
ness throughout the text.) The difficulty in evaluating 6* arises 
in determining the inviscid velocity and density inside a com
pressor, in which the flow is compressible and not uniform 
across the passage. Since the density is not measured by the 
laser anemometer system, an approximation of the displacement 
thickness inside the blade row is evaluated by neglecting the 
variation of density within the defect region, i.e., it is assumed 
that p = pinviscid, and the displacement thickness is estimated 
by: 

6*(r) -f ^inviscid / 
(3) 

Downstream of the blade it is assumed that the static pressure 
is constant within the defect region and is equal to the value at 
the edge of the defect region. Assuming uniform static pressure 
in the defect region in conjunction with the ideal gas law, the 
displacement thickness downstream of the blade is estimated 
by: 

•.(r) 

p2ir/NB I 

Je=o \ 
1 - ' .5 .inviscid * " 

•*• s * **inviscid 

rdd (4) 

The displacement thickness downstream of the blade has been 
evaluated using both Eqs. (3) and (4) . Comparing these calcu
lations to those from CFD results indicate that using Eq. (4) is 
appropriate to account for the density variations in the defect 
region. (The analysis code used in the present study was used 
by Suder and Celestina (1996), and it solves the Reynolds-
averaged form of the Navier-Stokes equations developed by 
Adamczyk et al. (1989).) In order to assess the impact of the 
density variations in the defect region on the blockage calcula
tions, this same CFD simulation was used to calculate the 
blockage using both the density-velocity defect (Eq. (2)) and 
the velocity defect alone (Eq. (3)) . These calculations (though 
not shown herein) indicate the region of velocity defect is in 
phase with density defect, therefore the shape of the curve de
picting the radial distribution of blockage is the same whether 
or not density is included in the calculation of displacement 
thickness. However, the inclusion of density variations in the 
blockage calculation does increase the overall level of blockage, 
and for this case the difference in blockage was only 0.8 percent 
of the flow area. Also, note that CFD users can calculate the 
blockage using the same procedure used herein to compare their 
results to the data. In summary, the values of blockage calcu
lated downstream of the rotor using only the measured velocity 
distributions are believed to be within 10 percent of those calcu
lated with density variations included, which is sufficient to 
establish trends and evaluate the regions of the flowfield that 
dominate the generation of blockage. 

Quantification of Blockage Downstream of the Rotor 
Blade Row. Downstream of the rotor blade row, blockage is 
evaluated at a given axial location by calculating the displace
ment thickness for each radial location at which data were mea
sured. An example illustrating the method used is presented in 
Fig. 3. 

1 Identify the area over which to evaluate the blockage. 
Figure 3 (a) is a cross-channel plot of the axial velocity contours 
at approximately 15 percent rotor chord downstream of the rotor 
trailing edge. The data were ensemble and passage averaged 
and were then duplicated across two rotor pitches in the circum
ferential direction for clarity. In this example the data were 
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Fig. 3 Procedure to calculate blockage downstream of the blade row 

acquired from 35 to 98 percent of span from the rotor hub. The 
axial velocity contours are shown for increments of 5 m/s and 
the velocity deficit due to the rotor wake and endwall flow is 
clearly identifiable. 

2 Identify the velocity defect region. The defect region is 
determined by taking the gradient of the axial velocity in the 
radial and circumferential directions and applying a cutoff 
value: 

Defect Region: where 
du 

d(rO) 
a (cutoff) (5) 

The cutoff value is influenced by the radial spacing of the 
measurements and the velocity gradients within the fiowfield. 
In this investigation the radial spacing of the measurements was 
identical for each survey. However, the velocity gradients 
within the fiowfield varied with operating condition and a differ
ent cutoff value was subjectively selected for each case. Al
though the determination of this cutoff value is arbitrary, its 
choice does not significantly impact the evaluation of the dis
placement thickness for two reasons. First, the velocity gradi
ents decrease significantly with distance from the center of the 
defect region to the outer edges of the defect region. Second, 
outside of the defect region, the velocity gradients are less than 
those within the defect region, as is evident from the velocity 
contours in Fig. 3 (a ) . The sensitivity of the defect region size 
to the cutoff value is shown in Fig. 3(b), where the defect 
region has been roughly centered on the plot. A comparison of 
the axial velocity contours in Fig. 3(a) to the defect region in 
Fig. 3(b) illustrates that this method of determining the defect 
region is reasonable. 

3 Determine the "inviscid" velocity at each measurement 
location. Outside of the defect region the "inviscid" velocity 
is set equal to the local velocity. In the core flow region (the 
region in which the velocity defect no longer encompasses the 
entire circumference), the inviscid velocity across the defect 

region is linearly extrapolated from the velocity distribution in 
the circumferential direction outside of the defect region. This 
is shown schematically in Fig. 3(c) , which includes the distri
bution of axial velocity at 50 percent span and the location 
of the defect region. The dashed line indicates the estimated 
"inviscid" velocity distribution, which would be present if 
there were no viscous effects. Since the variation in the velocity 
between the pressure surface and the suction surface side of the 
wake is small in comparison to the velocity deficit within the 
wake, the calculation of the displacement thickness is insensi
tive to the estimation of the inviscid velocity. This process 
breaks down in the endwall region where the velocity defect 
encompasses the entire circumference. Therefore, in the endwall 
defect region the inviscid velocity is extrapolated in the radial 
direction from the velocity distribution outside of the defect 
region. 

4 Calculate the blockage at each radial measurement loca
tion. The blockage was calculated in a two-dimensional sense 
in that the displacement thickness is calculated at each radial 
measurement location and divided by the circumferential dis
tance corresponding to the rotor pitch at that radial location. 
The results, presented in Fig. 3(d), indicate that the blockage 
is not a strong function of the cutoff value. The radial distribu
tion of the blockage is identical in shape for both values of the 
cutoff and the maximum difference in the blocked area is about 
0.8 percent of blade pitch. For all cases used in this investiga
tion, the cutoff value ranged between 2 s"1 and 3 s"1. Note 
that the resulting radial distribution of blockage is consistent 
with the measured velocity field. For example, the local increase 
in blockage centered around 60 percent span coincides with the 
increased wake width identified in Fig. 3(a) . 

Quantification of Blockage Within the Rotor. Within the 
rotor the boundary layer is thick enough to enable acquisition 
of measurements within the outer region of the boundary layer. 
For example, the relative velocity across a rotor pitch at approxi-
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mately 85 percent rotor chord and 70 percent rotor span is 
plotted in Fig. 4. The left-hand side of the plot represents the 
suction surface of a rotor blade and the next blade is shaded on 
the right-hand side of the plot. There are no data within about 
8 percent of pitch from the suction surface and about 5 percent 
of pitch from the pressure surface. Clearly, the suction surface 
boundary layer contributes substantially more to the blockage 
development as compared to the pressure surface boundary 
layer. In order to estimate the velocities within the inner region 
of the boundary layer where the data are missing and hence 
calculate the blockage, the following steps were taken: 

1 Identify the edge of the boundary layer in a manner simi
lar to that described in the previous section for finding 
the edges of the wake. 

2 Fit a power law velocity distribution to the data in the 
outer region of the boundary layer by determining the 
value of the exponent n for: 

— - ( ! ) " ( 6 ) 

^inviscid \ ^ / 

3 Use the power law fit to estimate the values of the velocity 
within the inner region of the boundary layer where no 
data was acquired. 

4 Calculate the displacement and momentum thicknesses 
using the measured and estimated velocities within the 
boundary layer. The resulting shape factor is compared 
to the theoretical value of the shape factor H, where H 
= 2n + 1 (Schlichting, 1979), to assess the "goodness" 
of the power law fit described in item 2. 

5 Calculate the blockage. To obtain a dimensionless 
blockage the displacement thickness is normalized by the 
rotor gap (the distance corresponding to one rotor pitch 
minus the blade thickness). 

The result of this calculation procedure for the suction surface 
boundary layer shown in Fig. 4 is presented in Fig. 5. The shape 
factor calculated from the data is 1.55 versus the theoretical 
value of 1.48, which was based on the power law velocity 
distribution. The fact that the value for the shape factor is rea
sonable for a turbulent boundary layer in an adverse pressure 
gradient and that the shape factor from the idealized power 
law velocity distribution differs by about 5 percent from the 
measured data indicate that approximating the velocity profile 
with a power law is a reasonable approach. In Fig. 6, the calcu
lated boundary layer parameters for the low flow design speed 
condition at 70 percent span are plotted in relation to the blade 
geometry. Note that at each axial measurement location the 
boundary layer parameters are calculated independently, yet as 
a group they appear well-behaved. In the following section these 

procedures will be used to calculate the blockage development 
within the blade row. 

Results and Discussion of Blockage Estimations 
The objective in this section is to quantify the blockage gener

ated in a transonic compressor rotor operating at design and 
part speed conditions. The rotor flow field is arbitrarily divided 
into the core-flow region and the endwall region. Suder and 
Celestina (1996) reported that the radial extent of influence of 
the tip clearance flows was limited to the outer 15-20 percent 
span for this rotor. Therefore, the endwall region (primarily the 
tip region for our discussions) is defined as the outer 15-20 
percent span. Similarly, the core-flow region, which is defined 
as the region outside of the influence of the tip clearance flows 
and endwall boundary layers, encompasses the 20-80 percent 
span region of the compressor flowpath. The blockage in the 
core flow region will be quantified both downstream and within 
the rotor blade row where the data is of sufficient detail. In the 
endwall region, where the flow gradients are large in the radial, 
circumferential, and axial directions, there are not sufficient 
data in the radial direction to assess the blockage within the 
blade row. Therefore, the endwall blockage will be quantified 
downstream of the rotor only, and the results will be compared 
to Khalid's correlation (Khalid, 1994) of blockage parameter 
versus loading parameter. 

Downstream Blockage Calculations. At the trailing edge 
of the blade the boundary layers from the pressure and suction 
surface merge to form the rotor wake. In the near-wake region, 
there is significant momentum exchange and mixing between 

boundary layer 
thickness, 5 

displacement 
thickness, 8* 

Fig. 6 Development of the boundary layer thickness parameters, S, S* 
and 0 for the low flow, design speed condition at 70 percent span 
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Fig. 7 Radial distribution of blockage at 60, 80, and 100 percent speed 

the two blade surface boundary layers. The streamwise extent 
of this near wake mixing region was determined by Suder 
(1996). In the present investigation, the blockage is evaluated 
downstream of this mixing region. At design speed conditions 
the blockage will be evaluated at 130 percent chord. At part-
speed conditions there are insufficient data at 130 percent chord 
and the blockage will be evaluated at 115 percent chord. For 
the high flow condition at 100 percent speed the blockage distri
bution at 115 percent chord is nearly identical to that at 130 
percent chord; therefore using either of these two locations is 
considered appropriate. 

Comparison of Results at 100, 80, and 60 percent Rotor 
Speed. The impact of the inlet relative Mach number on the 
blockage development is illustrated in Fig. 7, where the radial 
distributions of blockage are plotted for the rotor operating at 
mass flows that maintain nearly the same flow incidence angle. 
These operating conditions are near peak efficiency and corre
spond to the circled conditions in Fig. 2. The symbols for the 
design speed results indicate the measurement radii. These same 
measurement locations were used at 60 and 80 percent speed, 
but the symbols were omitted for clarity. For part-speed condi
tions the following observations are noteworthy: 

1 Blockage in the endwall region is much larger than the 
core region. 

2 Blockage in the endwall region is slightly higher for the 
80 percent speed case as compared to the 60 percent speed 
case. Although the casing boundary layer is thicker and 
the tip clearance height is greater at 60 percent speed, the 
blockage generated by the tip clearance flow is larger at 
80 percent speed due to (1) the higher blade loading, 
which results in more flow through the tip clearance gap, 
and (2) the interaction of the tip clearance vortex with 
the passage shock. 

3 Blockage in the core region is nearly identical at 60 and 
80 percent speed, which implies the blockage due to the 
blade wake is nearly identical at 60 and 80 percent speed. 

4 The radial distribution of blockage in the core region is 
nearly constant with span. 

Similarly, for the design speed data consider the following: 

1 Blockage is significantly larger in the endwall region as 
compared to the core region. 

2 Blockage in the endwall region is much larger at design 
speed than part speed conditions. The increase in 
blockage from part-speed to design-speed conditions is 
attributed to the increase in rotor tip clearance flow and 
the additional blockage resulting from the stronger inter
action between the shock and the clearance flow. 
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3 The radial distribution of blockage in the core region is 
no longer constant with radius and the level is much larger 
than it was at part speed. Clearly, the blockage due to 
the rotor wakes at design speed is significantly larger in 
comparison to that of the wakes at part-speed conditions. 

Comparisons of Design Speed Results at High and Low 
Flow. The impact of varying the loading while maintaining a 
nearly constant inlet relative Mach number on blockage devel
opment is illustrated in Fig. 8, where the radial distributions of 
blockage for the high and low flow conditions are plotted. The 
measurements at the high flow condition were acquired with 
the same resolution in the radial direction as that indicated by 
the symbols at the low flow condition. As the loading is in
creased from the high flow to low flow condition, the overall 
blockage increases as expected. However, the increase in 
blockage is not uniform across the span. From Fig. 8 it is evident 
that the blockage increase primarily occurs from 60-90 percent 
span and below 40 percent span. It is also interesting to note 
that the shape of the curve representing the radial distribution 
of blockage is similar for the high and low flow conditions at 
design speed and very much different from that at part-speed 
conditions. 

Summary of Blockage Results Downstream of the Blade 
Row. Table 2 summarizes the blockage calculations down
stream of the blade row. The last two columns of this table 
were generated by performing an integration of the radial distri
bution of the blockage in the core flow and endwall regions. 
For example, the average blockage in the endwall region is 
evaluated by: 

B\ 
r 6*(r)dr 

ir(rl r\)INB 
(7) 

where rx and r2 indicate the radii over which the blockage is 

Table 2 Summary of integrated blockage results downstream of the 
rotor 

% 
Design-
Speed 

Flow 
Rate 

Endwall Defect 
Region (% span) 

Endwall 
Blockage ( % 

area). 

Core How 
Blockage (% 

area) 

100 High 84-98 17 8 

100 Low 84-98 18 10 

80 High 86-98 14 4 

60 High 86-98 10 4 
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evaluated and in this case are representative of the endwall 
defect region. From Table 2 it is evident that the integrated 
average of the blockage in the endwall defect region increases 
as the increase in pressure difference across the blade tips in
creases with rotational speed. Also, the blockage in the core 
flow region at design speed is approximately double that at part 
speed conditions. In the next section the flow physics responsi
ble for these trends in blockage development will be discussed. 

Relating Blockage to Rotor Flow Physics. In this section 
we will verify that the radial distributions of blockage depicted 
in Figs. 7 and 8 are related to the flow physics of the rotor. 
Specifically, the sensitivity of blockage to the shock strength 
and its interaction with the blade surface boundary layer and 
the rotor tip clearance flows will be demonstrated using experi
mental data. First, the relationship between the radial distribu
tion of blockage to the pressure and temperature distribution 
will be discussed. 

Impact of Blockage on Performance. The radial distribution 
of total pressure ratio and total temperature ratio for the rotor 
operating conditions corresponding to the circled data points in 
Fig. 2 are presented in Fig. 9. The data are plotted on different 
scales but with the same sensitivity so comparisons could be 
made between operating conditions. The shape of the radial 
distribution of total temperature ratio and total pressure ratio is 
similar at 60 and 80 percent speed and very much different from 
that at design speed, which is consistent with the distributions of 
blockage plotted in Fig. 7. In the core flow region, an increase 

in blockage results in an acceleration of the flow and a reduction 
of the work input. Therefore, an increase in blockage results 
in a reduction of core-flow temperature rise to the fluid and 
conversely, a decrease in blockage results in an increase of 
core-flow temperature rise. For example, at design speed the 
blockage dips to a local minimum at 40 percent span, which is 
compatible with a local increase in the total pressure and total 
temperature, i.e., less blockage implies more work input and 
therefore more pressure rise. Similarly, at part-speed conditions 
the pressure ratio and temperature ratio from 20 to 80 percent 
span varies linearly across the passage and the distributions of 
adiabatic efficiency (not shown) are nearly equal, which is 
consistent with the linear and nearly uniform distributions of 
blockage in the core flow region. In addition, the reduced levels 
of adiabatic efficiency at design speed (as compared to part 
speed conditions—see Fig. 2) is in agreement with the increase 
in blockage across the span at design speed relative to that at 
part-speed conditions. Therefore, the blockage, as calculated 
herein, is not only consistent with the overall performance char
acteristics, but it also is consistent with the radial distributions 
of pressure and temperature. 

Endwall Region: Impact of Shock/Vortex Interaction. In 
this section it will be shown that the increase in blockage in 
the endwall, as depicted in Figs. 7 and 8, is directly related to 
the blockage associated with the tip clearance flow and the 
additional blockage resulting from the interaction of the tip 
leakage flow with the passage shock. A detailed discussion of 
the endwall flow physics for this rotor is presented in Suder 
and Celestina (1996), and therefore only a brief discussion of 
their results that pertain to blockage development is included 
herein. 

A description of the blade-to-blade flow field along the 95 
percent span streamsurface is depicted by contours of the rela
tive Mach number for the rotor operating at design speed high 
flow and low flow conditions in Fig. 10. Note that the tip clear
ance height within which the clearance vortex originates is ap
proximately 0.5 percent of span. Therefore, the Mach contours 
in Fig. 10 at 95 percent span indicate the influence of the tip 
clearance flow that lies below the actual tip clearance region. 
As the rotor back pressure is increased (from high flow to low 
flow condition) the Mach contours at midpitch and 20 percent 
of rotor chord become more distorted due to a strengthening of 
the interaction between the clearance vortex and the passage 
shock. Downstream of the shock/vortex interaction, a region 
of low relative Mach number exists due to the blockage gener
ated by the diffusion inherent to the vortex passing through the 
steep pressure gradient associated with the shock. The data 
indicate that the low Mach number fluid within the diffused 
vortex migrates toward the pressure surface and merges with 
the rotor wake. Using the location of the lowest Mach number 
to indicate the "heart" of the blockage region and the level to 
represent the severity, it is evident that the blockage becomes 
more severe and is located farther upstream as the rotor back
pressure is increased from the high flow to the low flow op
erating conditions. 

A comparison of the endwall flowfield at 80 percent speed 
to that at design speed indicates a similar path of the vortex 
trajectory. Likewise, the interaction between the clearance vor
tex and the shock occurs near 20 percent chord and midpitch, 
and downstream of the shock vortex interaction resides a region 
of low Mach number fluid, which migrates toward the pressure 
surface and merges with the rotor wake. In summary, at 80 
percent speed the blockage generated by the shock/vortex inter
action is consistent with the design speed results at a reduced 
shock strength. Similarly, at 60 percent speed, in the absence 
of the shock, the blockage in the endwall region decreases with 
decreased loading. These results are in agreement with Khalid's 
(1994) correlation of endwall blockage versus loading. 
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a) 95% Span, 
100%Speed 
High Flow 

b) 95% Span, 
100% Speed, 
Low Flow 

Fig. 10 Contours of the relative Mach number in a blade-to-blade view 
along the 95 percent streamsurface for design speed (where indi
cates trajectory of tip leakage vortex) 

blockage and loading parameters and the results are presented 
in Fig. 11 where the values for NASA rotor 37 are denoted by 
the flagged solid circles and all other symbols represent results 
from Khalid's computations. The general trend of the correla
tion is preserved in that the data exhibit the increase in endwall 
blockage with loading and are in agreement with Khalid's lim
iting value for the loading parameter. In conclusion, the increase 
in the endwall blockage, as determined from the experimental 
measurements and indicated in Figs. 7 and 8, is consistent with 
an increase in blade loading. 

Core Flow Region: Influence of Shock/Boundary Layer Inter
action. The blade to blade flow field at 70 percent span for 
the rotor operating at design speed and low flow condition is 
presented in terms of measured relative Mach number contours 
in Fig. 12. Figure 12(b) features a blowup of the leading edge 
region of Fig. 12(a). The shock forms in the front of the blade 
and is detached. Downstream of the shock in front of the leading 
edge the flow is subsonic and there is a rapid acceleration around 
the leading edge of the blade on the suction surface. The flow 
continues to accelerate on the suction surface until it encounters 
the shock from the adjacent blade. The shock strength is reason
able for a nearly normal shock as indicated by an upstream 
Mach number of 1.4-1.45 and a downstream Mach number of 
0.7-0.8. (At an upstream Mach number of 1.4 a normal shock 
results in a post-shock Mach number of 0.74.) Also shown in 
Fig. 12(b) is the interaction region between the rotor passage 
shock and the suction surface boundary layer. Since the bound
ary layer fluid cannot sustain the steep pressure gradient re
sulting from a nearly normal shock, the flow field adjusts and 
the shock becomes more oblique near the blade surface, thereby 
forming a lambda ( \ ) shock. Downstream of the lambda shock 
is evidence of a thickening of the blade suction surface boundary 
layer. Downstream of the shock and especially near the trailing 
edge it is evident that the suction surface boundary layer is 
considerably thicker than the pressure surface boundary layer. 

The impact on blockage due to reducing the strength of the 
passage shock is best illustrated by comparing the rotor wakes 
at 100 and 80 percent speed at the high flow condition, as shown 
in Fig. 13. The inlet relative Mach number at 70 percent span 
has decreased from 1.4 at design speed to 1.1 at 80 percent 
speed. It is evident that decreasing the shock strength from 100 
percent speed to 80 percent speed at the high flow condition 
results in a significant change in the boundary layer develop
ment and the blockage associated with the rotor wake. 

Comparison With Khalid's Correlation. Khalid (1994) 
evaluated the blockage in the endwall region from CFD solu
tions of a low-speed stator, low-speed rotor, and a transonic fan 
using several values of tip clearance heights. He developed 
nondimensional parameters representing the endwall blockage 
and aerodynamic blade loading and showed that the results 
from all of his computations were well correlated. The blockage 
parameter can be summarized as: 

blocked area in the endwall AP in throughflow direction 

leakage flow area AP across blade tip 
(8) 

where the second term is the ratio of the pressure difference 
that drives the mainflow through the passage to the pressure 
difference that drives the leakage flow through the clearance 
height. The loading parameter is the ratio of the relative dynamic 
head integrated over the defect region in the endwall to the inlet 
relative dynamic head evaluated at the radial reference location 
corresponding to two times the clearance height from the 
endwall. Khalid's results illustrate the increase in the endwall 
blockage with increased loading and indicate that there is a 
limiting value of the loading parameter. 

For this investigation the data acquired downstream of the 
blade row were normalized in a manner analogous to Khalid's 
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Fig. 11 Comparison of NASA rotor 37 data to Khalid's correlation of 
loading versus endwall blockage 
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a) 70% Streamsurface b) Shook / Boundary Layer Interaction Region 

Fig. 12 Contours of measured relative Mach number along the 70 percent span streamsurface for the rotor operating at design 
speed and low-flow condition 

Likewise, a comparison of the rotor wakes at 80 and 60 
percent speed (not shown here) indicates the width and depth 
of the rotor wakes are nearly identical in character and much 
reduced in comparison to design speed. This indicates that the 
shock/boundary layer interaction was sufficient to thicken the 
suction surface boundary layer at design speed but not by a 
measurable amount below 80 percent speed. Therefore, the dif
ference in the blockage between the design speed and part speed 
conditions in the core flow region, shown in Fig. 7, is due 
to the additional blockage generated by the stronger shock/ 
boundary layer interaction on the blade suction surface at design 
speed. 

Blockage Development Within the Rotor Passage. It has 
been shown that the increased blockage in the core flow region 
at design speed is associated with the additional blockage re
sulting from the shock/boundary layer interaction. The question 
is how much of the blockage is due to the shock boundary layer 
interaction itself and how much results from diffusing a thicker 
boundary layer downstream of the shock boundary layer interac
tion region. In order to answer these questions, we will investi
gate the blockage development within the rotor passage. 

The blockage on the blade suction surface was calculated on 
the 70 percent span streamsurface for the rotor operating at 
design speed low flow condition, and these results are presented 
in Fig. 14. The region of the shock boundary layer interaction 
is identified by the region denoted "lambda shock region." In 
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this region there is strong evidence to suggest the presence of 
a lambda shock (see Fig. 12), and it was quite difficult to define 
the edge of the boundary layer. It is evident that the increase 
in blockage that occurs across the shock, for which blockage 
increases by a factor of 10, is much more significant than the 
blockage increase due to diffusion downstream of the shock, 
for which blockage increases by a factor of 1.5-2. Therefore, 
the shock/boundary layer interaction dominates the generation 
of blockage in the core flow region. This same development of 
blockage was evident at other spans as well. A relevant question 
is whether the shock/boundary layer interaction is sufficient to 
separate the blade surface boundary layer. 

Results from wind tunnel tests on flat plate turbulent bound
ary layers will be used to determine if the suction surface bound
ary layer is separated. Using separation criteria deduced from 
flat plate results is justified because the geometry and the flow 
over the first part of the blade suction surface of the airfoil 
section at 70 percent span resembles that of a flat plate geometry 
and flow structure. The suction surface angles indicate very 
little turning over the front part of the airfoil prior to the shock 
impingement on the suction surface. In addition, the distribution 
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Fig. 13 Relative Mach number distributions on the 70 percent span 
streamsurface for the rotor operating near peak efficiency 

Fig. 14 Blockage development on the blade suction surface at 70 per
cent span for low-flow condition at design speed 
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Fig. 15 Seddon's model depicting the boundary layer separation due to 
a normal two-dimensional shock wave 

of the relative Mach number near the blade surface indicates a 
nearly zero velocity gradient prior to the shock impingement 
on the suction surface. 

Seddon's model (1960) depicting the boundary layer separa
tion due to a normal two-dimensional shock wave is presented 
in Fig. 15. The normal shock is bifurcated into a classical 
lambda (X) shape close to the surface. The front leg of the 
lambda shock is formed in response to the separation bubble 
and directs the flow away from the surface. The rear leg of the 
lambda shock deflects the flow back into the mainfiow direction. 
A vortex sheet is shed downstream of the bifurcation point due 
to the entropy differences of the flow region behind the normal 
shock and the two oblique shocks. For the rotor geometry in 
question, the Reynolds number based on chord is about 1.8 X 
106 and the boundary layer thickness ahead of the shock is 
approximately 4 percent of pitch. Therefore, it is anticipated 
that the separated region, if it exists, is much too small to 
measure. However, according to Seddon's model the lambda 
shock structure extends to a distance from the wall that is five 
times the boundary layer thickness and measurements were ac
quired in this region. In order to assess whether the severity of 
the shock/boundary layer interaction is sufficient to cause a 
separation, the data were examined for evidence of the flow 
angle changes inherent to a lambda shock where the front 
oblique shock turns the flow away from the surface and the 
second or rear oblique shock redirects the flow in the mainfiow 
direction. Alber et al. (1973) has shown that the boundary layer 
is separated if the flow undergoes a deflection angle greater 
than 6.6 deg. 

The flow deviation from the blade surface angle is plotted 
for the high flow and low flow conditions at design speed in Fig. 
16. The flow in general follows the pressure surface, whereas on 
the suction surface there are regions where the flow deviates 
from the blade surface angle. Near midchord there are regions of 
increasing and decreasing deviation, which suggest flow turning 
through the front and rear legs of a lambda shock. At the low-
flow condition there is an increase in the suction surface devia
tion angle from 35 to 45 percent chord followed by a decrease 
in the deviation from 45 to 50 percent chord. This region from 
35 to 50 percent chord corresponds to the region of the shock 
influence on the blade suction surface as depicted in the blade 
surface Mach number distributions in Fig. 12 and the blockage 
distribution in Fig. 14. Similarly, at the high flow there is an 
increase in the deviation from 45 to 55 percent chord and a 
subsequent decrease in deviation from 55 to 65 percent chord, 
which also corresponds to the region of the shock influence on 
the blade suction surface. These changes in the flow deflection 
are near the value of 6.6 deg required for boundary layer separa
tion. Unfortunately the data near the blade surface are not suffi

cient in detail to detect the size of the separation. Similar results 
(not shown) were found for the 30 and 50 percent span stream-
surfaces at design speed high and low-flow operating conditions. 

Results at Part-Speed Conditions. Attempts to calculate the 
blockage development inside the blade for the data at part-
speed conditions were unsuccessful because the thickness of 
the boundary layer downstream of the shock was much reduced 
at part speed and the data were not of sufficient quality to 
evaluate the boundary layer displacement and momentum thick
nesses. However, there was sufficient data to deduce the edge 
of the boundary layer, and therefore the deviation from the 
blade surface angles was evaluated. The results for 85 percent 
speed and 80 percent speed conditions are presented in Fig. 17. 
Except for the last 20 percent of blade chord on the suction 
surface, it is evident that the flow follows the blade surfaces. At 
85 percent speed there is evidence of an increase and decrease in 
deviation from 45 to 55 percent chord, which corresponds to 
the location of the shock impingement and influence on the 
blade suction surface. However, the flow deflection is less than 
three degrees and according to Alber et al. (1973) is not suffi
cient to indicate a separation. In contrast, at 80 percent speed 
there is no evidence of the increase and decrease in deviation 
due to a lambda shock. Therefore, based on the distribution of 
the deviation from the blade surface angles, it is concluded that 
the shock is not of sufficient strength to separate the blade 
suction surface boundary layer at 80 and 85 percent speed. 

Variation of Blockage With Span at Design Speed. It is 
reasonable to ask why the radial distribution of blockage varies 
so unpredictably across the span at design speed. One would 
suspect that if the additional blockage, relative to that at part-
speed conditions, results from the shock-induced boundary layer 
separation, then the blockage would increase with increasing 
inlet relative Mach number, and therefore, the blockage would 
merely increase with span. However, the blade camber de
creases with span such that at the lower spans the camber results 
in a flow acceleration along the suction surface of the blade. 
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Fig. 16 Deviation from blade surface angles on the 70 percent span 
streamsurface at high flow and low flow conditions at design speed 
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Fig. 17 Deviation from blade surface angles on the 70 percent span 
streamsurface at 85 percent speed and 80 percent speed 

The preshock Mach number at lower spans is therefore compa
rable to that at the higher blade spans. To determine the span-
wise variation in shock strength, the Mach number normal to 
the flow was estimated from measured Mach numbers and flow 
angles upstream and downstream of the shock as prescribed in 
detail by Suder (1996). The results indicated that the normal 
Mach number ranged from 1.3-1.4 for the design speed cases 
at all measured spans and was less than 1.3 (max of 1.27 at 85 
percent speed) for all part-speed cases. From wind tunnel tests 
(Nussdorfer, 1956; Atkin and Squire, 1992; Alber et al, 1993; 
Chriss et al„ 1987) it has been shown that the pressure rise 
associated with a normal shock Mach number of around 1.3 is 
required to separate the boundary layer. Therefore deducing 
from the level of the estimated normal Mach number and the 
plots of deviation from the blade suction surface, the shock 
strength is sufficient to separate the boundary layer over much 
if not all of the blade span at design speed. 

The blockage generated by the shock/boundary layer interac
tion is a function of the shock strength, location of where the 
shock impinges on the blade suction surface, the boundary layer 
thickness prior to the shock, and the pressure gradient down
stream of the shock/boundary layer interaction region (see 
Griepentrog, 1972; Ackeret et al, 1947; Liepmann, 1946; 
Pearcy, 1959). When the shock separates the boundary layer, 
the blockage is quite sensitive to these effects, and it is much 
less sensitive when the boundary layer is not separated, as is 
evident in Fig. 7. Unfortunately, the data are not sufficient to 
describe accurately: (1) the boundary layer characteristics up
stream of the shock impingement on the suction surface where 
the boundary layer is very thin, (2) the details of the flow within 
the shock/boundary layer interaction region and therefore the 
size of the separation, and (3) the radial migration that results 
within the low-momentum and/or separated regions. However, 
the data do indicate the boundary layer is separated at 30, 50, 
and 70 percent span at design speed, and therefore, the variation 
in blockage in the core flow region at design speed may be 
attributed to the spanwise variation of shock strength, size and 

location of the separation, blade suction surface curvature, and 
the pressure gradient to which the boundary layer is subjected. 

To illustrate that the spanwise variation of blockage is di
rectly related to the details of the blade boundary layer charac
teristics and shock/boundary layer interaction process, in the 
absence of detailed data in the shock/boundary layer interaction 
region, the blockage was evaluated using the results from two 
CFD simulations. The two simulations employed an identical 
algorithm and computational grid, and the only difference be
tween the simulations was the turbulence model used. One com
putation used a modified Baldwin-Lomax turbulence model 
(Celestina, 1997; Adamczyk et al., 1989) and the second com
putation used a modified two-equation turbulence model as de
scribed by Shabbir et al. (1996). The radial distribution of 
blockage was evaluated using the same calculation procedure 
as described in the data analysis section, and a comparison of 
the CFD results with the data is presented in Fig. 18. From this 
figure it is evident that the blockage levels calculated using the 
two-equation turbulence model are very much different from 
those using the Baldwin-Lomax turbulence model, and the 
two-equation model identifies a local increase in blockage from 
40 to 80 percent span in agreement with the data. Further inter
rogation of the CFD simulations indicated that this local in
crease in blockage from the two-equation model is primarily 
due to additional low-momentum fluid on the blade suction 
surface, which results from the shock/boundary layer interac
tion. In summary, the point of this discussion is not to compare 
the two turbulence models, but rather to demonstrate that (1) 
the spanwise variation in the blockage at 130 percent chord is 
primarily attributed to the spanwise variation in the blockage 
resulting from the shock/boundary layer interaction process 
within the blade passage, and (2) predicting the boundary layer 
characteristics and fluid mechanic details of the shock/boundary 
layer interaction is paramount to predict the blockage and there
fore the performance of this rotor accurately. 

Concluding Remarks 
A detailed experimental investigation to understand and 

quantify the development of blockage in the flow field of a 
transonic axial flow compressor rotor has been undertaken. 
Comparisons of the blockage development at 60, 80, and 100 
percent speed at a constant incidence angle provided a means 
to evaluate the effect of variations of the inlet Mach number 
on the blockage development. Data acquired at design speed at 
varying rotor exit pressures provided a means to evaluate the 
sensitivity of blockage to changes in shock structure at a nearly 
constant inlet Mach number. 

130% Rotor Chord 

D CFD Using Baldwin-Lomu 
• CFD Using Two-Equation Model 
3K Experimental Results 

SO 
Blockage (% Pitch) 

Fig. 18 Radial blockage distribution at 130 percent chord for design 
speed and high flow condition—comparison between data and two CFD 
simulations 
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The conclusions of this investigation regarding the develop
ment of blockage in a transonic axial compressor are: 

1 The radial distribution of the blockage was consistent 
with the radial distribution of the pressure and temperature rise 
across the rotor. For example, in the core-flow region a local 
increase in blockage coincided with a local decrease in the 
temperature and pressure rise and conversely, a region of re
duced blockage coincided with a region of increased pressure 
and temperature rise. 

2 Blockage in the endwall region was 2 -3 times greater 
than that in the core flow region. The increase in blockage near 
the endwall is primarily attributed to the tip clearance flow 
and the shock/tip leakage vortex interaction. In addition, the 
blockage in the endwall region increases with blade loading in 
agreement with Khalid's (1994) correlation of endwall 
blockage versus aerodynamic blade loading. 

3 In the core flow region at design speed conditions the 
blockage is more than double that at part-speed conditions for 
the same incidence. This increase in blockage at design speed 
occurs because the shock/boundary layer interaction induces 
separation of the blade suction surface boundary layer. 

It is clear that the performance of the rotor used in this 
investigation is very sensitive to changes in blockage and that 
the blockage related losses account for a significant amount of 
the total loss. It is believed that this sensitivity results from the 
high loading levels, high Mach numbers and tight choke area 
margin (A/A* of 1.03-1.05) associated with this rotor. The 
sensitivity of the rotor performance to changes in blockage at 
design speed accompanied with the fact that the shock is of 
sufficient strength to separate the boundary layer provides a 
challenge to computational fluid dynamics codes used for design 
and analysis. As the design trends move to higher blade loadings 
and rotational speeds, the shock strengths and flow phenomena 
reported herein will be more prevalent. Therefore, in order to 
optimize the design of compressors with high loading levels 
and tip speeds comparable to or in excess of the compressor 
rotor used in this investigation, it is paramount to be able to 
predict and/or model the blockage in order to predict the rotor 
flowfield and performance accurately. 
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Experimental Investigation of 
Stepped Tip Gap Effects on the 
Performance of a Transonic 
Axial-Flow Compressor Rotor 
The effects of stepped-tip gaps and clearance levels on the performance of a transonic 
axial-flow compressor rotor were experimentally determined. A two-stage compressor 
with no inlet guide vanes was tested in a modern transonic compressor research 
facility. The first-stage rotor was unswept and was tested for an optimum tip clearance 
with variations in stepped gaps machined into the casing near the aft tip region of 
the rotor. Nine casing geometries were investigated consisting of three step profiles 
at each of three clearance levels. For small and intermediate clearances, stepped tip 
gaps were found to improve pressure ratio, efficiency, and flow range for most 
operating conditions. At 100 percent design rotor speed, stepped tip gaps produced 
a doubling of mass flow range with as much as a 2.0 percent increase in mass flow 
and a 1.5 percent improvement in efficiency. This study provides guidelines for 
engineers to improve compressor performance for an existing design by applying an 
optimum casing profile. 

Introduction 
A current initiative guiding the research of jet engine compo

nents is the Integrated High Performance Turbine Engine Tech
nology (IHPTET) program (Grier, 1995; Valenti, 1995). This 
joint venture between US government and industry began in 
1988, and it calls for doubling the thrust-to-weight ratio of 1987 
turbine engine technology by the year 2003. A logical approach 
for doubling the thrust-to-weight ratio of an engine is to reduce 
its weight by half while maintaining the same amount of thrust. 
Since the compressor comprises most of the mass of an engine, 
steps to reduce the number of stages and the number of blades 
per stage are evident objectives. However, the compressor must 
still deliver the same mass flow with the same pressure rise as 
its larger counterpart; its work requirements are unchanged. 
Therefore, the smaller compressor becomes highly loaded, with 
associated physical limitations and flow phenomena. 

The most detrimental effects to highly loaded transonic com
pressor performance are losses associated with the rotor tip 
region; therefore, much research has been devoted to the under
standing and elimination of losses in this area. Losses in the 
form of flow separation, stall, and reduced rotor work efficiency 
are the result of flow blockage created by the interaction of tip 
region flows. Despite efforts to eliminate blockage, it will al
ways remain as a consequence of flow physics. Therefore, the 
main focus of this study was to relocate the blockage to benefit 
compressor performance. This simple objective was achieved 
by simple means when the flow features of the tip region were 
identified and understood. 

The flowfield in the tip region of axial-flow compressors 
has been studied for decades. The flow is a three-dimensional 
phenomenon comprised of the complex interactions between 
the tip-leakage vortex, the turbulent endwall and blade boundary 
layers, and often times shock waves distorted by radial and 
rotational effects. Suder and Celestina (1996), Puterbaugh 
(1994), Puterbaugh and Brendel (1995), Cybyk et al. (1995), 
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and Sellin et al. (1993) provide detailed characterization of 
these flow structures and their interactions. 

The rotor tip clearance is a major factor controlling the level 
of interaction of the various flow phenomena in the tip region, 
but loss effects also extend beyond that region. Large pockets 
of low-energy fluid are created by the interacting flows (Suder 
and Celestina, 1996); a large zone of blockage, which alters 
the flow throughout the rotor cavity (Dring and Joslyn, 1986, 
1987) is created as the tip-leakage vortex passes through the 
leading edge shock (Suder and Celestina, 1996; Sellin et al., 
1993). The shock-vortex interaction creates curvature in the 
shock with a weakened localized pressure gradient and shock-
induced growth of the tip-leakage vortex. Thus, a pronounced 
area of low-velocity fluid exists immediately downstream of the 
interaction as the shock-expanded vortex continues to grow 
circumferentially and radially as it moves through the passage. 
For mass continuity, the low-velocity fluid near the tip displaces 
the main flow in the passage. Altered flow often creates greater 
adverse pressure gradients, which lead to flow separation and 
stall of rotor blades. 

Flow separation and overall performance are interrelated. 
Blade loading and mass flow range are limited by stall, an 
advanced case of flow separation; efficiency is also degraded 
by partial flow separation. If separation can be mitigated or 
controlled, compressor performance and work capacity will im
prove. Therefore, tip gap effects on blockage, flow separation, 
and performance merit detailed examination. This paper focuses 
on tip gap geometry and its effects on compressor rotor perfor
mance; in particular, it qualifies the conditions for which an 
optimum tip gap geometry, if one exists, can be identified. 

The issue of the existence of an optimum tip gap for transonic 
rotors has been marked with conflicting data. Some research 
(Moore, 1982; Copenhaver et al., 1996) indicates the optimum 
gap to be the minimum possible (zero would be best), while 
other experiments (Wennerstrom, 1984; Freeman, 1985) have 
found a nonzero clearance to give the best performance. The 
explanation for these seemingly contradictory results requires 
examination of an extensive database. Unfortunately, the experi
mental database exploring this topic is small and often disjointed 
or is a secondary byproduct of results from other research of 
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transonic flow. The large database from low-speed two-dimen
sional cascade tests gives little assistance since cascade data 
lack radial flow effects and, with rare exception (Peter and 
King, 1996; Yaras and Sjolander, 1992a, b) , the moving wall 
effects that complicate the tip gap flow. Transonic flows are 
much more complicated than low-speed flows; shock waves are 
distorted by radial flow and moving wall effects. An adequate 
accounting for these effects requires transonic flows to be stud
ied in rotating machinery for which the existing data set is 
small. 

Theoretical approaches have often been used to explore the 
effects of variations in tip clearance. Numerous studies (Adam-
czyk et al , 1993; Basson and Lakshminarayana, 1995; Chen et 
al., 1991; Crook et a l , 1993; Hah, 1986; Hall et al., 1994; Kunz 
et al., 1993) have aided the evolution of computational fluid 
dynamic (CFD) models, but because of the limited experimen
tal data set to validate these simulations, it is not clear that all 
the necessary factors for accurate modeling have been included. 
Therefore, the experimental data available in the open literature 
need to be expanded to encompass a wider variety of transonic 
rotors and operating conditions; specifically, additional testing 
is needed to address and generalize the problem of an optimum 
tip gap for transonic rotors. 

Despite the disparity of existing tests, consistent trends can 
be extracted and explained. In particular, as the tip gap in
creases, the stall-to-choke mass flow range increases, but the 
range is shifted to a lower mass flow on the same speed line 
(e.g., Wennerstrom, 1984). Conservation of mass and a knowl
edge of shock-vortex interaction mentioned earlier can help 
explain this shift. 

With an increased tip gap over the axial length of the rotor, 
the size and strength of the tip-leakage vortex is increased, 
thereby creating a larger zone of low-energy fluid downstream 
of the shock-vortex interaction (Puterbaugh, 1994). This larger 
pocket of low-energy air produces a larger region of blockage 
to the flow. The larger blockage effectively reduces the area of 
the channel, causing the high-energy mainstream flow to be 
diverted around the low-energy blockage. To satisfy continuity, 
the essentially inviscid mainstream flow must accelerate to a 
greater velocity. This process affects the choking limit; if the 
main flow is nearly sonic (i.e., near the choked mass flow limit) 
prior to the tip clearance increase, the increased tip gap will 
cause the mainstream flow to accelerate to sonic velocity and 
create shock waves that choke the passage near the blade trailing 
edge. Therefore, choking will occur at a lesser mass flow for 
the larger tip clearance. 

Increased tip gap also lowers the stall limit mass flow. Since 
the mainstream axial velocity increases with greater tip gap as 
discussed in the previous paragraph, the incident air angle of 
the rotor (with no inlet guide vanes) decreases for the main 
portion of the span. Recall that when the rotor speed is fixed, 
stall requires a decrease in mass flow from the normal operating 
point. If the flow is near stall prior to the gap increase, an 
increased gap requires a further decrease in mass flow to attain 
the incident air angle at which stall occurs. Thus, increasing 
the tip gap causes the rotor to stall at a lesser mass flow for a 
given speed. Therefore, the entire mass flow range of the stage 
shifts to a lesser mass flow with increased tip gap. 

From simple observation, blockage is not always a bad thing. 
Blockage can have a beneficial sealing effect near the rotor 
blade tips, an effect the authors call an "aerodynamic seal." 
The blockage produced by the interactions in the tip region 
creates zones of low-velocity fluid that divert the main flow 
away from this area. By removing air from the tip region, addi
tional tip region losses are averted, and rotor work efficiency 
is increased. Some tip losses are unavoidable in achieving this 
diversion effect. 

For a compressor designed for the optimum tip clearance, 
there is just sufficient interaction and blockage to seal the end-
wall aerodynamically. Furthermore, though this sealing yields 

apparently the best efficiency and pressure rise, a more optimum 
casing geometry with even greater performance improvements 
may exist. Thus, if thoroughly understood, the interactions can 
be further tailored to provide the desired tip sealing without 
adversely affecting the passage throughflow area. Stepped tip 
gaps are the logical approach for tailoring the interactions to 
achieve these goals. 

Since the tip-leakage vortex impacts the adjacent blade pres
sure surface (Suder and Celestina, 1996; Cybyk et al., 1995), 
a larger tip gap near the point of impact may alter the path and 
extent of the blockage. Opening the channel should create a 
path of lesser resistance for the flow by providing more 
throughflow area to relieve the blockage. As the flow is drawn 
into the increased area, it will entrain the vortex blocking the 
flow. Entrainment of the blockage results from the viscous inter
action of two fluids at different velocities (White, 1991). A 
free shear layer exists in the region between these two flow 
velocities, and in this region, some of the low-velocity fluid 
accelerates to merge with the higher speed main flow. The 
intensity of free shear interaction is a function of the fluid 
viscosity and the velocity defect between the main flow and the 
blockage. Since the fluid in the outer fringe of the blockage is 
accelerating, the extent of the blockage normal to the flow is 
lessened, and the zone of acceleration results in the blockage 
being swept with the flow. The low-velocity blockage entrained 
by the flow thereby elongates the vortex and draws the vortex 
closer to the annulus casing. The primary flow going through 
the increased clearance will thus include the low-energy fluid 
of the blockage, and the blockage will be smaller in radial 
extent, thereby creating a larger flow area for the compressor. 
This increased flow area should shift the mass flow range to 
one with a higher mass flow while maintaining the larger flow 
range associated with an optimum tip gap. 

The placement and size of the stepped tip gap is crucial. It 
is desirable to reduce the extent of the blockage without exces
sive mass leakage through the increased clearance. With a modi
fication of the casing in the region where the vortex impacts 
the trailing edge of the adjacent blade, we can achieve the 
desired effect of entraining the blockage into the gap to create 
an aerodynamic seal. For the rotor used in these experiments, at 
peak efficiency operation, the vortex center impacts the adjacent 
blade at approximately 90 percent axial chord (Russler et al , 
1995), and for near-stall operation, the impact zone on the 
pressure surface of the adjacent blade is centered approximately 
at 70 percent axial chord. To ensure these zones are encom
passed, initial tests had stepped tip gaps in the region of 80 and 
60 percent axial chord. 

Objectives 
As a result of the discussion in the previous paragraphs, the 

objectives of this research were to: 

1 Expand the experimental data available in the open litera
ture for transonic axial-flow compressor rotors. 

2 Determine an optimum tip clearance and its effects on 
performance. 

3 Determine the effects of stepped tip gaps on performance. 
4 Identify key geometric bounds and candidates deserving 

additional study and optimization for future numerical 
and analytical models. 

5 Provide guidance to compressor designers that will aid 
the IHPTET program goal of doubling thrust-to-weight 
ratio of turbojet engines. 

Test Facility and Instrumentation 

This series of tests was conducted in a transonic compressor 
research facility described by Reitz (1996) and an informational 
pamphlet (WL/POTX, 1995). This highly automated facility 
is capable of mapping the performance parameters of a full-
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Fig. 1 First-stage transonic rotor 

scale compressor throughout its operating regime and will ac
commodate hardware to extract specific flowfield measurements 
during a test. Details relating exclusively to this series of tests 
are described in the following sections. 

Compressor and First-Stage Rotor. The research facility 
was configured to test an unswept transonic two-stage axial-
flow research compressor (Russler et al., 1995). The first-stage 
rotor (Fig. 1), with key parameters listed in Table 1, was tested 
without inlet guide vanes. The outer casing (Fig. 2) was re
moved, modified, and replaced each run without disturbing the 
rotor. 

Casing Configurations. Nine casing configurations com
prised of three step profiles at each of three clearance levels 
were tested in this series. The rotor annulus casing was ma
chined to provide the sequence of geometries shown in Fig. 3. 
The clearance levels were designed to encompass the zones 
that previous research (Wennerstrom, 1984; Freeman, 1985; 
Copenhaver et al., 1996) had indicated for an optimum tip 
clearance. The depth of each step corresponded to the subse-

Table 1 Rotor geometric parameters 

Number of Blades 16 
Rotor Tip Radius (cm) 35 24 
Blade Tip True Chord (cm) 20.79 
Blade Tip Axial Chord (cm) 10.56 
Hub-to-tip Ratio at Leading Edge 0.33 
Hub-to-tip Ratio at Trailing Edge 0.62 
Tip Solidity (true chord / pitch) 1.50 
Design Rotational Speed (RPM) 13288 
Design Mass Flow [100% RPM, STP] (kg/sec) 71.66 

Journal of Turbomachinery 

Fig. 2 First-stage rotor casing 

quent desired clearance level. Locating the steps at 58 and 86 
percent axial chord eased integration with hardware constraints 
of the research facility. 

Instrumentation. A rotor's performance is usually mea
sured in terms of its pressure ratio, efficiency, and mass flow. 
Since rotor tip clearance influences these values, the tip gap 
size must also be quantifiable for the various operating condi
tions and casing configurations. To attain these quantities, the 
following instrumentation was used. 

Performance Measures. Performance quantities were de
rived from total pressure and total temperature measurements 
upstream of the rotor leading edge and downstream of the trail
ing edge. The upstream total temperature was the average from 
49 thermocouples located in the airflow stilling chamber. Two 
radial rakes of five total pressure probes each mounted in the 
compressor's straight inlet duct provided the average total pres
sure of the upstream air. To measure the downstream variables, 
sensors were mounted on the leading edges of three first-stage 
stator vanes positioned approximately 120 deg apart; each vane 
had pairs of collocated total pressure and temperature sensors 
spanning seven radial positions extending over the range from 
10 to 94 percent span. The sensors were aligned with the stator 
vane leading edge angle, which followed a predefined schedule 
as a function of rotor speed. This same schedule was used for 
each test. Static pressure sensors in the inlet bellmouth provided 
the input for mass flow computation; consistency was verified 
by a comparison of the calculated bellmouth mass flow with 
the mass flow derived from the inlet pressure rakes and the 
downstream venturi. The mass flows presented in this paper 
were corrected for temperature and pressure. Mass flow through 
the compressor was controlled with a discharge throttling valve 
set by the facility operator. 

Clearance Measurement. The nonrotating tip clearances 
were verified before each run using gaged shims. Also, during 
each test, electrical capacitance proximity probes measured the 
running tip clearances near the leading and trailing edges of the 
rotor. The compiled tip gap data for the test series is shown in 
Fig. 3. 

Results 

For each casing configuration, performance data were col
lected as the rotor was tested throughout the mass flow range 
at each of 100, 95, 90, and 85 percent corrected design speeds 
(corrected for nonstandard inlet total temperature). A variation 
of the tip clearance and the use of stepped tip gaps generated 
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marked differences in rotor performance. Generally, while vary
ing clearance levels produced large differences in performance, 
the inclusion of stepped-tip gaps produced new performance 
improvements. 

Effect of Tip Clearance on Stall Margin. To calculate the 
effects on stall margin, the stall line for each configuration was 
first determined from a least-squares linear-fit through the four 
stall conditions corresponding to each rotor speed (Fig. 4) . 
From such a line, the stalling pressure ratio at any mass flow 
can be determined. The stall margin for each configuration was 
calculated as the ratio of the difference between the curve-fitted 
stall pressure ratio and pressure ratio at peak efficiency to the 
pressure ratio at peak efficiency. 

The effect of clearance on stall margin can be seen in Fig. 5. 
At 100 percent speed, stall margin tended to increase with in
creased tip gap; however, for the 85 percent speed condition, 
stall margin decreased with increased clearance. A transition 
between these opposing extremes occurred for rotor speeds of 
90 and 95 percent, giving mixed results for stall margin. 

Effect of Tip Clearance on Pressure Ratio. For all rotor 
speeds, the small clearance yielded the greatest pressure ratio; 
pressure ratio decreased with increased (no step) tip gap 
(Fig. 4) . As seen in Figs. 6(a-d), the pressure ratio in the 
outer half of span decreased with increased clearance, whereas 
it increased nearer the hub. This shift is due to blockage created 
in the tip region, which diverts the main flow to the inner span 
creating greater throughflow and work nearer the hub. 

Effect of Tip Clearance on Efficiency. Efficiency also 
tended to decrease with increased clearance, with a significant 
decrease occurring for the large (1.002 percent tip chord) tip 
gap (Fig. 4) . Differences in efficiency were minimal between 
the small (0.318 percent tip chord) and medium (0.574 percent 
tip chord) gaps, with the medium gap giving slightly improved 
efficiency in the lower mass flow region near stall for each 
speed line. As seen in Figs. 6(a-d), efficiency in the outer 
portion of span decreased with larger tip gap and was essentially 
unchanged for the inner span. Thus, it is the outer span region 
that contributes most to changes in overall efficiency. 
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Effect of Tip Clearance on Mass Flow Range. For rotor 
speeds of 90 percent or less, mass flow range decreased with 
increased tip gap (Fig. 4) . For the 100 percent speed line, 
larger clearances gave increased flow range, with the medium 
clearance producing the largest gain. At the slower 95 percent 
speed, the medium clearance also yielded increased mass flow 
range over the small gap, but the large gap resulted in a signifi

cant loss of flow range. In all cases, the maximum mass flow 
attainable was reduced with increasing clearance. These results 
indicate the optimum tip gap to maximize flow range for high 
speed operation resides in an intermediate running clearance 
range between 0.318 and 1.002 percent tip chord; for the slower 
speeds, the smallest tip gap possible optimizes mass flow range. 
It should be noted that a maximized mass flow range does not 
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Fig. 7(d) Rotor map for 100 percent design 

necessarily coincide with the condition for maximum mass flow 
capability. 

Effect of Stepped Tip Gap on Stall Margin. No signifi
cant changes in stall margin were noticed with the use of stepped 
tip gaps (Fig. 5) . Any differences are within the error intro
duced by the definition of the stall line—a least-squares linear-
fit through the four stall conditions corresponding to each rotor 
speed. 

Effect of Stepped Tip Gap on Pressure Ratio. The effects 
of stepped tip gaps on rotor performance are seen in Figs. l(a-
d). Supplementing Fig. 4, these segmented rotor maps provide 
detailed comparisons by speed for all configurations tested. 

The inclusion of stepped tip gaps with the small and medium 
clearances gave increased pressure ratio throughout the mass 
flow range for all rotor speeds (Figs, la, lb,1c, Id); further
more, the small clearance with forward step location gave the 
greatest pressure ratio of all cases tested. However, for the 
largest tip clearance level of 1.002 percent tip chord, pressure 
ratio decreased throughout the mass flow range for all rotor 
speeds. More importantly, the axial location of the step giving 
the greatest improvement depended mainly on the clearance 
level. For the small clearance level of 0.318 percent tip chord, 
the forward step of 0.256 percent tip chord at 58 percent axial 
chord produced the greatest improvement. This relation held 
true for all speeds except in the low mass flow range at 100 
percent design speed (Fig. 1(d)). For the medium clearance 
level of 0.574 percent tip chord, the aft step at 86 percent axial 
chord clearly produced the better pressure ratio throughout the 

mass flow range. As evidenced in Figs. S(a-d), pressure ratio 
decreased in the outer 40 percent of span when stepped gaps 
were used, but this loss was countered with improved perfor
mance in the inner 60 percent of span to produce an average 
gain in pressure ratio across the span. 

Only the aft step location was tested for the large clearance 
level (1.002 percent tip chord). Unlike for the small and me
dium clearances, a stepped gap for the large clearance degraded 
pressure ratio throughout mass flow range. A deeper step (0.831 
percent tip chord) at this clearance caused an even greater deg
radation of pressure ratio. The authors feel it is doubtful that 
any step for this larger clearance will improve performance. 

Effect of Stepped Tip Gap on Efficiency. As with pressure 
ratio, efficiency tended to increase when stepped gaps were 
employed for the small and medium clearance levels but tended 
to decrease for the large clearance level. Again, for the small 
clearance level, the forward step at 58 percent axial chord gave 
the largest increase in efficiency throughout the mass flow range 
for all rotor speeds tested (Figs. l(a, lb, 1c, Id)). For the 
medium clearance level, though minimal changes in efficiency 
occurred for 90 and 85 percent design speeds, at 95 and 100 
percent speeds, stepped tip gaps produced significant gains in 
efficiency throughout the mass flow range, with the greatest 
change occurring for the aft step at 85 percent axial chord. As 
seen in Figs. S(a-d), stepped gaps increased efficiency across 
the entire span for those cases that showed an overall efficiency 
improvement. Again, as with pressure ratio, efficiency de
creased when stepped tip gaps were used with the large clear-
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ance level at all rotor speeds, with the deeper step being the 
worst. 

Effect of Stepped Tip Gap on Mass Flow Range. The 
effects of stepped tip gaps on mass flow range are summarized 
in Figs. l{a-d). With the small clearance, mass flow range 
improvement was only achieved at the two faster rotor speeds 
by using stepped gaps, with the best results occurring for the 
forward step location. With the medium clearance level, flow 
range improvement was increased at all speeds by using a 
stepped gap. The forward step location gave improvement for 
the two fastest rotor speeds, and the aft step gave improvement 
for the two slowest speeds tested. With the large clearance level, 
there were no significant improvements in mass flow range at 
any speed or aft step depth; in most cases, the mass flow range 
decreased. 

The effects of stepped tip gaps on the upper limit of mass 
flow are also seen in Figs. 7(a-d). Only for the medium gap 
did significant increases occur in the upper limit mass flow for 
all conditions; for the small and large gaps, only minor increases 
or decreases occurred with stepped gaps. Moreover, the config
uration yielding the greatest mass flow capability for all rotor 
speeds was the medium clearance level with aft axial step loca
tion. In summary, only the medium gap yielded increases in 
both mass flow range and mass flow capability by using steps. 

Discussion and Conclusions 
Tradeoffs exist when optimizing performance measures 

based purely on clearance level. The tip gap that yields the 
greatest pressure ratio and efficiency is not necessarily the gap 
giving the largest flow range, mass flow capability, and stall 
margin. As a result, one performance measure is optimized at 
the expense of others, or a compromise is made of all measures 
to achieve a best all-around performance. These results suggest 
one cannot claim an overall optimum tip gap exists based on 
one performance measure alone, and any optimum gap may 
change with operating conditions. 

The results of this series of tests indicate that the tip region 
flowfield of a transonic axial-flow rotor can be controlled with 
judicious choice of clearance level and a stepped tip gap. More
over, changes to this flowfield can improve rotor performance 
in many instances. Although purely increased tip clearance typi
cally harms performance by introducing more blockage, an in
creased tip clearance uniquely paired with a stepped gap can 
actually improve performance by offsetting the undesirable ef
fects of increased clearance. In essence, the blockage created 
by the increased clearance is used to minimize tip region losses 
and maximize core passage performance—the authors choose 
to call this process an "aerodynamic seal" of the tip region, a 
process that was described in the introduction. This seal can be 
created by entraining the blockage produced by the upstream 
flow interaction into the tip gap of an adjacent blade; a stepped 
tip gap in the aft portion of the blade chord will accomplish 
this action. (A complementary computational analysis which 
will aid in clarifying the underlying physical processes is in 
progress.) The range of clearance levels for which the aerody
namic sealing process is achievable lies between 0.318 and 
1.002 percent tip chord. Furthermore, the results shown in Figs. 
l(a-d) indicate that for any clearance within this range, a 
unique axial location of stepped tip gap exists to achieve im
proved performance. The optimum stepped tip gap size and 
location will depend on the specific compressor rotor, its appli
cation, and operating conditions. The best depth of the stepped 
tip gap requires further study, as do the effects of the sharpness 
of the step cut into the casing wall. Also, any practical applica
tions must include the effects of material erosion occurring in 
normal operation. Further research efforts by the authors to 
determine the optimum relationships are underway. 

A summary of specific conclusions relating to the objectives 
of this research follows: 

1 The optimum tip gap depends on the performance mea
sure optimized. To maximize efficiency and pressure ratio, an 
unstepped tip gap should be the narrowest possible; pressure 
ratio and efficiency decrease with increased clearance. How
ever, the optimum tip clearance to maximize mass flow range 
and stall margin falls between 0.318 and 1.002 percent tip chord. 
Thus, the designer must choose the best compromise to optimize 
overall rotor performance. However, when stepped tip gaps are 
employed, further performance increases are possible. 

2 Stepped tip gaps benefit some or all measures of rotor 
performance. For tip clearances less than 1.002 percent tip 
chord, stepped tip gaps yield improved pressure ratio, efficiency, 
and flow range over the straight casing profile for many op
erating conditions. A small clearance level (0.318 percent tip 
chord) with forward (58 percent axial chord) stepped tip gap, 
Case C in Fig. 3, and a medium clearance level (0.574 percent 
tip chord) with aft (86 percent axial chord) stepped tip gap, 
Case E in Fig. 3, yielded the best improvement of performance 
measures of the configurations tested. 

3 The optimum axial location of the stepped tip gap moves 
aft as clearance level increases, with the largest clearance level 
(1.002 percent tip chord) not needing a step; additional study 
is needed to determine a functional pairing. Studies should focus 
on clearance levels between 0.318 and 1.002 percent tip chord. 

4 An optimum paired combination of clearance level and 
stepped tip gap may exist. If mass flow range and maximum 
mass flow capability are important to the designer, the best 
candidate is an intermediate clearance level with a stepped tip 
gap located toward the rotor trailing edge. If efficiency and 
pressure ratio are most important, the small gap with forward 
step is the best candidate. 

In closing, stepped tip gaps improve compressor perfor
mance. Using stepped tip gaps in future designs will aid the 
IHPTET program in accomplishing its goal of doubling thrust-
to-weight ratio of turbojet engines. 
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The Performance of a 
Centrifugal Compressor With 
High Inlet Prewhirl 
The performance requirements of centrifugal compressors usually include a broad 
operating range between surge and choke. This becomes increasingly difficult to 
achieve as increased pressure ratio is demanded. In order to suppress the tendency 
to surge and extend the operating range at low flow rates, inlet swirl is often consid
ered through the application of inlet guide vanes. To generate high inlet swirl angles 
efficiently, an inlet volute has been applied as the swirl generator, and a variable 
geometry design developed in order to provide zero swirl. The variable geometry 
approach can be applied to increase the swirl progressively or to switch rapidly from 
zero swirl to maximum swirl. The variable geometry volute and the swirl conditions 
generated are described. The performance of a small centrifugal compressor is pre
sented for a wide range of inlet swirl angles. In addition to the basic performance 
characteristics of the compressor, the onsets of flow reversals at impeller inlet are 
presented, together with the development of pressure pulsations, in the inlet and 
discharge ducts, through to full surge. The flow rate at which surge occurred was 
shown, by the shift of the peak pressure condition and by the measurement of the 
pressure pulsations, to be reduced by over 40 percent. 

Introduction 
A general requirement for a centrifugal compressor is that it 

should provide a high pressure ratio with good efficiency to
gether with a broad operating range. This requirement can be 
applied to most applications, be it for small gas turbines, turbo-
chargers, or process compressors. With developments in both 
compressor and user technologies there is a demand for in
creased pressure ratio per stage, without sacrifice of efficiency 
or operating range. Yet as pressure ratio is increased, both effi
ciency and operating range are inexorably reduced. The require
ment for a broad operating range stems from the need for the 
compressor to match the operating range of the component for 
which the compressed gas is supplied. The compressor must 
supply the engine air demand over a wide range of speeds and 
loads. A process compressor must meet the demand for a wide 
range of flow rates and possible variations in the composition 
of the gas being compressed. Compressor operating range is 
limited at high flow rates by choking and at low flow rates by 
surge. Prolonged operation in the surge region cannot be toler
ated as it can lead to an interruption of the process that the gas 
supply is supporting, and possible mechanical failure. For many 
applications, a broad operating range between choke and surge 
is of such importance that efficiency levels are often sacrificed 
for flow range through the general adoption of the vaneless 
diffuser, rather than the more efficient vaned diffuser. A simple 
criterion for the onset of surge is that it commences at the 
peak of the pressure ratio/mass flow characteristic, the positive 
gradient part of the curve defining the unstable operating region 
of the compressor. While it may be possible to operate with a 
positive sloping characteristic prior to full surge, it is generally 
an unstable region in which surge can be triggered by any 
externally imposed disturbance. The most commonly adopted 
design feature applied to ensure a rising pressure ratio mass 
flow characteristic is that of backward swept blades at impeller 
discharge. The larger the degree of backward sweep, the greater 
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the negative slope of the ideal characteristic. The application 
of the backward-swept impeller has played a dominant role in 
the development of compressors with a broad operating range 
and high efficiency. The adoption of a backward-swept impeller 
not only leads to a stable rising pressure ratio characteristic, 
but also reduces the magnitude of the impeller discharge Mach 
number with consequent benefits for the efficiency of both the 
impeller and the following diffuser system. When increased 
rotational speed is undesirable, pressure ratio can be increased 
through a reduction in the blade discharge backsweep, but this 
will lead to a reduction in the operating range. To remedy this 
variable geometry, techniques can be considered where, in the 
case of inlet swirl, fixed impeller blade backsweep is traded 
for variable geometry components. The natural areas for the 
application of variable geometry devices are the regions imme
diately upstream and downstream of the impeller. Inlet guide 
vanes, which generate a swirling flow in the direction of rotation 
of the impeller, enhance the underlying stability by developing 
a rising characteristic similar to that obtained with a backswept 
impeller. This approach has been extensively investigated, e.g., 
Steinke and Crouse (1967), and Rodgers (1977, 1990), for 
small gas turbines, Whitfield et al. (1975) for turbochargers, 
and Simon et al. (1987) and Williams (1989) for process com
pressors. Rodgers obtained a significant shift of the surge line 
to reduced flow rates through the application of a 40 deg swirl 
angle, while Williams had to apply 60 deg of swirl to obtain a 
similar beneficial shift of the surge line. The application by 
Rodgers was at a pressure ratio of 5 to 1, while that of Williams 
was at only 1.7 to 1. Application of the Euler equation leads to 
the familiar expression for compressor pressure ratio as 

nr - l ) / y = 1 + y - i Vs(U2Cu2 - <7,Cul) 

As the flow rate is reduced toward surge, the tangential com
ponent of velocity at impeller discharge increases and ap
proaches the blade speed U2. At inlet the tangential component 
of velocity approaches zero and large swirl angles are necessary 
to generate a significant tangential component of velocity at 
near-surge flow rates. Inlet guide vanes are usually straight 
uncambered vanes in order to generate zero swirl, and when 
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aligned to give large swirl angles are inefficient, due to large 
incidence angles, and shed wakes into the impeller passage. 
Cambered guide vanes designed to generate a specified swirl 
angle cannot be oriented to provide zero swirl. With this in 
mind a volute swirl generator, based on that commonly used 
for radial inflow turbines, was used to develop the high swirl 
angles. Variable geometry techniques were investigated to vary 
the swirl angle from zero through to full swirl. 

Experimental Test Facility 
All tests were performed with a small turbocharger compres

sor with an axial inlet, a radial vaneless diffuser and volute 
collector. The basic geometry of the impeller is given in Ta
ble 1. 

Table 1 Impeller dimensions 

Inducer hub radius (mm) 10.5 
Inducer tip radius (mm) 31.0 
Impeller discharge radius (mm) 50.0 
Impeller discharge blade height (mm) 5.0 
Inducer inlet tip blade angle (deg) 50.0 
Impeller discharge backsweep angle (deg) 7.0 

The design and basic performance of the impeller were given 
by Whitfield et al. (1993). The impeller was designed for a 
pressure ratio of 3.6:1 at an impeller speed of 98,000 rpm. The 
application of 25 deg of prewhirl was considered from the out
set. As a consequence the impeller backsweep was only 7 deg, 
and the inducer blade angle at the tip was selected as - 5 0 
deg to correspond with the minimum relative Mach number 
condition; see Whitfield et al. (1993). 

The compressor air supply was drawn from the laboratory 
and discharged to the atmosphere, external to the test cell, 
through the laboratory exhaust system. The compressor air flow 
rate was regulated by a stepper-motor-controlled throttle valve. 
Through the stepper motor control the valve could be set at any 
repeatable position and the air flow rate closely regulated. The 
basic compressor performance was measured through the appli
cation of platinum resistance thermometers and static pressure 
taps at compressor inlet and discharge, together with a flow 
metering orifice downstream of the compressor. In addition a 
three-hole yaw probe was traversed across the inlet duct to 
measure both the inlet stagnation pressure and the inlet swirl 
angle. Pressure transducers were located in the compressor inlet 
and discharge ducts to monitor the development of flow un
steadiness. A rapid response thermocouple was also positioned 
10 mm upstream of the impeller leading edge, and at a radius 
ratio (rs) of 0.8 (radius of 25 mm). This provided an indication 
of the onset of flow reversal at the impeller inducer tip radius. 

The design of the variable geometry volute swirl generator 
was based on a radial inflow turbine volute and fabricated with 
a simple rectangular cross section. The design procedure was 

isometric view of the volute 

Fig. 1 (a) Variable volute swirl generator, volute A 

Fig. 1 {b) Volute with variable core flow, volute B 

N o m e n c l a t u r e 

Acorc = area for core flow 
AE = area of entry duct 

Asw = area of volute discharge 
a„s = speed of sound at inlet total tem

perature 
Cm = tangential component of velocity 

at impeller inlet 
Cm — tangential component of velocity 

at impeller exit 
/ = incidence; relative air angle — 

blade angle at inducer tip 

m = mass flow rate 
PR = pressure ratio 

PSD = power spectral density = V 2/Hz 
rs = radius/inducer tip radius 

r„, = temperature 10 mm upstream of 
the impeller 

Tamb = ambient temperature 

U = impeller blade velocity 
X = volute discharge passage width, 

Fig. 1(a) 
Y = axial passage width for core flow, 

Fig. l ( i ) 
y = ratio of specific heats 

AP = total pressure drop, cm of water 
rjj = stage isentropic efficiency 
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Fig. 2 Compressor performance with varying swirl, volute A 

described by Whitfield and Mohd Noor (1994). Two ap
proaches were used to vary the swirl. For volute A the exit 
width (X) was varied, see Fig. 1(a) , while with volute B a 
nonswirling core flow was introduced by retracting the center 
body, see Fig. 1(b). The core flow was varied by changing the 
radial entry width (y) between the center body and volute cas
ing. For volute A the swirl flow area ratio, RAS, is given as the 
ratio of the area at volute exit, Asw (based on X Fig. 1 (a)), to 
the area of the inlet duct, AE, at the measurement station 

RAS — ASv/IAE 

Similarly for volute B the core flow is given as the area ratio 

RAC = Acorel AE 

where Acore is the area of the opening (based on y, Fig. 1(b)) 
through which the core flow entered the inlet duct. 

Presentation and Discussion of Results 

All tests were conducted at an impeller speed of 60,000 rpm 
as it provided a satisfactory pressure ratio for the tests and was 
the maximum speed that could be tested with cold air driving 
the turbine. This made it possible to measure the inlet swirl 
conditions by hand with a yaw probe. 

Performance Characteristics. The basic performance 
characteristics of pressure ratio, efficiency, and derived inci
dence angle are presented as a function of corrected mass flow 
rate in Figs. 2 and 3 for volutes A and B, respectively. In 
each case the performance with a completely swirl-free inlet is 
presented for comparison purposes. For volute A the exit width 
was varied between its full opening of 50 mm (a swirl flow 
area ratio, RAS, of 3.0) and 7.5 mm (a swirl flow area ratio, 
RAS, of 0.45). As the swirl flow area ratio was reduced from 
3.0 to 0.45, the swirl angle at impeller inlet decreased from 67 
to 25 deg. With zero swirl the peak pressure ratio occurred at 
a mass flow rate of 0.17 kg/s, and violent surge at a flow rate 
of 0.14 kg/s. With maximum swirl the peak pressure ratio was 
shifted to a flow rate of less than 0.1 kg/s, a reduction in 
minimum flow rate in excess of 40 percent, and violent surge 
was not obtained over the flow range tested. At high flow rates, 
however, the efficiency and pressure ratio decreased rapidly due 
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Fig. 3 Compressor performance with varying core flow, volute B 
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to the sharp increase in impeller incidence angle. Also by vary
ing the volute flow area not only was the magnitude of swirl 
reduced, but also the flow rate, and it was not possible with 
this variable geometry configuration alone to obtain zero swirl 
at high flow rates. 

For volute B a nonswirling core flow was introduced by 
withdrawing the center core; the radial entry passage was in
creased from zero to 20 mm, giving a maximum core flow area 
ratio of 0.813. The basic performance with volute B is shown 
in Fig. 3. Here a full range of swirl has been obtained and the 
performance approached that with zero swirl as the core flow 
area was increased. For the maximum core flow area ratio tested, 
the mean swirl angle was of the order of 15 deg at high flow 
rates and 10 deg at low flow rates. The variation of swirl angle 
with flow rate, and the variation with radius in the inlet duct 
(at selected flow rates, points A, B, and C in Fig. 3) is shown 
in Figs. 4 and 5 for volute B. For maximum swirl, Fig. 4, the 
swirl angle was inversely proportional to the radius, as would 
be expected for a free vortex. The swirl angle did not vary 
significantly with flow rate; measured magnitudes at the lowest 
flow rates were probably influenced by reverse flow from the 
impeller. With maximum core flow, Fig. 5, the variation of flow 
angle with radius resembles that expected from a forced vortex, 
and the flow angle decreased slightly with flow rate. That is, 

the core flow was dominant and became more dominant as the 
flow rate was reduced. 

Also shown in Figs. 4 and 5 is the measured stagnation 
pressure relative to the atmosphere; this gives the stagnation 
pressure drop, AP, across the swirl generator. With maximum 
swirl, the stagnation pressure drop was high at high flow rates 
and decreased with flow rate. There was also a large radial 
stagnation pressure gradient at high flow rates. As high swirl 
would not be applied at high flow rates, the stagnation pressure 
drop is not important until the flow rate is of the order of that 
indicated by condition B. Application of maximum core flow, 
Fig. 5, led to a significant reduction in stagnation pressure loss 
at high flow rates, and there was little variation with radius. 
Clearly the mixing of the core and swirl flow has not given rise 
to large pressure loss, nor a radial variation. 

Similar swirl measurements for volute A showed a free-vortex-
type distribution at all flow rates. However, due to space limita
tions, these results are not included as the full flow range could 
not be covered. 

Development of Reverse Flow and Flow Pulsations. The 
detailed development of flow reversal at impeller inlet was mon
itored through: (1) a temperature probe located at a radius ratio, 
rs, of 0.8 and 10 mm upstream of the inducer leading edge, and 
(2) by pressure transducers in the inlet and discharge ducts. 
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Fig. 5 Volute B inlet flow conditions, core flow area ratio 0.813 
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Fig. 6 Inlet temperature rise due to backflow, volute A 

The inlet temperature is presented as a temperature differ
ence, Tu, — ramb, normalized by the ambient temperature, Tamb. 
The temperature difference measured with the standard zero 
swirl configuration is compared with that obtained with inlet 
volutes A and B in Figs. 6 and 7, respectively. As the mass 
flow rate was reduced, the inlet temperature difference initially 
increased very gradually. A flow rate was then reached where 
the temperature difference increased rapidly, indicating a back-
flow of high-temperature air from the impeller. 

For the standard zero swirl configuration, the critical mass 
flow rate at which this change in slope occurred was 0.16 kg/s 
(this is close to the peak pressure ratio flow rate). Performance 
with the swirl generator volute A moved this critical mass flow 
rate to approximately 0.12 kg/s. In this case results are shown 
for three volute geometries, and it is difficult to discern a sig
nificant change in the inlet temperature characteristic with vo
lute geometry. 

By varying the inlet core flow, volute B, the effect of volute 
geometry on the inlet temperature profile is quite clear, Fig. 7. 
Again, for clarity, three volute configurations are compared with 
the standard zero swirl case. By progressively reducing the 
magnitude of the core flow, and increasing the swirl flow, the 
critical mass flow rate at which the inlet temperature increased 
was moved to reduced magnitudes. With full volute swirling 
flow the critical mass flow rate was of the order of 0.11 kg/s, 
a 33 percent reduction relative to that obtained with zero swirl. 

This indication of the onset of reverse flow at impeller inlet 
did not coincide with the peak pressure ratio flow rate, or with 
full surge as shown by the pressure transducers in the inlet and 
discharge ducts, Figs. 8, 9, and 10. The pressure signals are 
presented in time and frequency domains. The time domain 
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Fig. 7 Inlet temperature rise due to backflow, volute B 

Fig. 8 Development of pressure pulsations, zero prewhirl 

signal represents the voltage from the transducer, while the 
frequency domain was obtained through a Fast Fourier Trans
form of the pressure signal. 

The development of pressure pulsations as the mass flow rate 
was reduced for the standard zero prewhirl configuration is 
shown in Fig. 8. Pressure traces at the peak efficiency flow rate 
were similar to those at high flow rate, and this continued until 
the mass flow rate was reduced to 0.136 kg/s. At this flow rate, 
a sinusoidal fluctuation developed with a frequency of 37 Hz. 
Further throttling of the mass flow rate pushed the compressor 
operation into full surge with distinctive pressure pulsations at 
a frequency of 30 Hz. This is approximately the Helmholtz 
resonance frequency of the ducting. 

With maximum inlet swirl, volute B with zero core flow, the 
distinctive surge pulsations were not obtained for flow rates 
down to 0.077 kg/s, Fig. 9. With a flow rate of 0.085 kg/s 
analysis of the pressure signals indicated two main frequencies 
of 79 and 46 Hz. A similar pressure trace was obtained at 
the reduced flow rate of 0.077 kg/s; however, the dominant 
frequencies were reduced to 49 and 40 Hz. Further reduction 
of the mass flow rate led to a pressure pulsation with a dominant 
frequency of 40 Hz. This final pressure trace is similar to that 
shown with zero swirl at a flow rate of 0.136 kg/s, Fig. 8; 
further reduction in mass flow rate was not attempted as the 
compressor operation was noisy. 

Reducing the inlet swirl by increasing the core flow area ratio 
to 0.366 led to the development of pressure pulsations with 
reducing flow rate as shown in Fig. 10. In this case an initial 
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disturbance was obtained at a flow rate of 0.12 kg/s, and this 
developed until a clear surge (with a frequency of 30 Hz) was 
obtained at a flow rate of approximately 0.1 kg/s. 

The pressure transducers have been used to detect the onset 
of surge pressure pulsations only. The apparent modification of 
the relative strength of the inlet and discharge pulsation as 
swirl was introduced needs further investigation. This requires 
accurate calibration of the transducers to provide pressure mea
surements rather than output voltage. 

Conclusions 

Application of high inlet swirl through the use of a volute 
swirl generator has led to the suppression of surge. Surge sup
pression was indicated by: (/) a shift of the peak pressure ratio 
to reduced flow rates, and (ii) by measured pressure pulsations 
in the inlet and discharge ducts. In addition temperature mea
surements close to the impeller inducer showed that local flow 
reversals were also suppressed. Surge pressure pulsations were 
not detected at the lowest flow rate tested when full swirl was 
generated by the volute; however, compressor operation become 
noisy. 

At high flow rates, inlet swirl cannot be used, as it leads to 
large impeller incidence angles and reduced efficiency. A well-
designed volute will generate high swirl efficiently; however, a 
variable-geometry arrangement has to be deployed in order to 
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obtain zero swirl at high flow rates. From the investigations 
conducted here, a variable core flow proved to be effective. The 
variable geometry concept is relatively simple with few moving 
parts, compared to a variable vane arrangement, and it could 
be readily developed so that the volute flow could be reduced 
to zero as the core flow is increased. The simplest mode of 
operation would be an on/off device with the compressor op
erating with full core flow, zero swirl, until the peak pressure 
ratio point is reached; whereupon the core flow could be sealed 
and the full volute flow obtained in order to extend the operating 
range. The volute design could then be sized to carry the low 
flow rates only. This application of an on/off device would lead 
to a stepped reduction in both pressure ratio and efficiency when 
full swirl is introduced. 

The major disadvantage with this arrangement is the need to 
have a dual inlet. While this is practically possible for a com
pressor drawing air from the atmosphere, there may be installa
tion restraints which would have to be addressed. For a process 
compressor, or a boost compressor in a gas pipeline, such a dual 
inlet would have additional design and installation difficulties. 
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Aerothermal Performance 
Measurements and Analysis of a 
Two-Dimensional High Turning 
Rotor Blade 
The purpose of this contribution is to report on the aerothermal performance measure
ments and calculations carried out around a high-pressure gas turbine rotor blade 
profile mounted in a two-dimensional linear cascade arrangement. The measurements 
were performed in the CT-2 facility of the von Karman Institute, allowing a correct 
simulation of the operating conditions encountered in modern aero-engines. Indepen
dent variations of exit Mach (0.8-1.3) and Reynolds numbers (5 X 105-2 X 106), 
free-stream turbulence (1 -6 percent) and incidence angle (—14-+11 deg) provided 
the definition of a detailed data base of test results. The measured quantities were 
the blade velocity and convective heat transfer coefficient distributions. The first 
objective of the paper is to open and analyze this data base, which is one of those 
used at SNECMA for validation purposes. The paper shows the degree of maturity 
and reliability SNECMA-ONERA Navier-Stokes solvers have now reached for daily 
use in turbine airfoil design and analysis. 

Introduction 
CFD tools represent a significant source of improvement in 

the design process of SNECMA turbines, leading to higher 
performances, cost and cycle savings, as well as to lower associ
ated risks. Today, most of the blade-to-blade CFD calculations 
used in the turbine design and analysis methodology are carried 
out with quasi-three-dimensional and three-dimensional Na
vier-Stokes codes; the last Euler solver presently in use is 
applied to get the three-dimensional unsteady aeromechanical 
blade forced response due to wake excitation. These codes have 
been developed at ONERA and adapted for turbomachinery and 
integration applications at SNECMA; they compute compress
ible flows with finite volume and time marching techniques 
applied on multiblock structured grids. 

The quasi-three-dimensional Navier-Stokes code "COLIBRI" 
is able to give accurate aerodynamic (velocity field, losses, 
angles) and heat transfer predictions for uncooled or cooled tur
bines operating in steady or unsteady conditions (Vuillez and 
Veuillot, 1990; Petot and Fourmaux, 1992; Chanez et al., 1993; 
D'Hoop et al, 1996). The three-dimensional Navier-Stokes code 
"CANART' provides precise aerodynamic and heat transfer solu
tions for uncooled, film cooled, unshrouded, or multistage turbines 
running in steady or unsteady conditions (Petot and Fourmaux, 
1992; Heider and Arts, 1994; Fougeres and Heider, 1994; Heider 
et al., 1993; Billonnet et al., 1995). 

An important, even essential, step in the development of these 
numerical tools remains their validation procedure. Accurate 
and reliable test cases have to be developed for this purpose. 
Besides the classical flat plates or bump channels, geometries 
representative of modern airfoil design should be considered as 
well. Considerable efforts were therefore devoted at the von 
Karman Institute (Sieverding, 1973, 1982; Arts et a l , 1989; 
Arts, 1994) as well as in other laboratories around the world; 
a detailed review of these test cases has been provided by Simo-
neau and Simon (1993). 

The first objective of the paper is to present the data base 
obtained from uncooled measurements around the two-dimen
sional RS1S rotor blade profile of SNECMA. Independent varia
tions of Mach and Reynolds numbers as well as of free-stream 
turbulence intensity and inlet incidence are reported and ana
lyzed. These results are presented in terms of blade velocity 
and convective heat transfer distributions. The second objective 
is to demonstrate the degree of reliability and maturity the 
Navier-Stokes solvers used at SNECMA have now reached for 
day-to-day application in turbine airfoil design and analysis. 

Model Description 

The airfoil investigated in the present contribution was de
signed by SNECMA (RS1S profile). It is a two-dimensional 
rotor blade characterized by a turning of about 119 deg, and 
design values of the exit isentropic Mach and Reynolds numbers 
respectively equal to 1.11 and 1.0075 X 106. Its geometry is 
plotted in Fig. 1; a summary of the manufacturing coordinates 
is provided in Table 1. This airfoil was mounted in a linear 
cascade arrangement; six blades (i.e., five passages) were used. 
The third (counted from the top) profile was instrumented either 
for static pressure or heat flux measurements. 

The main geometric characteristics of the blade and the cas
cade are summarized here: 

c 
glc 
hlc 

y 

a2 

35.906 mm 
0.7607 
1.393 
58.38 deg (from tangential direction) 
53.36 deg (from axial direction) 
« — 65 deg (from axial direction) 

Contributed by the International Gas Turbine Institute and presented at the 
42nd International Gas Turbine and Aeroengine Congress and Exhibition, Or
lando, Florida, June 2 - 5 , 1997. Manuscript received at ASME Headquarters 
February 1997. Paper No. 97-GT-120. Associate Technical Editor: H. A. Kidd. 

The cascade model was manufactured at a scale 2:1. 
The test matrix is based on variations of exit isentropic Mach 

(0.8-1.3) and Reynolds (5 X 105-2 X 106) numbers, inlet 
free-stream turbulence intensity ( 1 - 6 percent) and inlet inci
dence ( — 14-+11 deg). Because of paper length constraints, 
only some representative results will be presented here. The 
complete data base, including the detailed geometry, is never
theless available upon simple request. 
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Fig. 1 Geometry of the two-dimensional RS1S rotor blade 

taps covered almost 2.5 pitches in order to define the exit Mach 
number and to qualify the downstream periodicity. The latter 
was proved to be fully acceptable. The blade Mach number 
distributions were determined by means of 27 static pressure 
taps distributed at midheight around one of the profiles in the 
cascade. 

The forced convection heat flux distribution at the wall was 
determined by means of a transient technique. Platinum thin 
film gages, painted at midheight onto one of the profiles made 
of machinable ceramic, provided the local time-dependent tem
perature history. The local wall heat flux was then obtained 
from the solution of the unsteady conduction equation in a semi-
infinite body. An electrical analogy was used for this purpose 
(Schultz and Jones, 1973). The convective heat transfer coeffi
cient h used in this contribution is defined as the ratio of the 
measured wall heat flux and the difference between the total 
free-stream and the local wall temperatures: 

Table 1 RS1S rotor blade coordinates 

x(mm) y(mm) x(mm) y(mm) x(mm) y(mm) 
0.000 0.000 28.102 6.179 25.035 4.904 
-0.248 0.031 30.299 4.642 22.561 5.787 
-0.746 0.251 32.144 3.310 19.924 6.553 
-1.378 0.933 33.630 2.218 17.180 7.146 
-1.852 2.208 34.758 1.380 14.395 7.481 
-2.031 4.007 35.542 0.783 11.655 7.469 
-1.883 6.248 35.969 0.362 9.079 7.007 
-1.297 8.839 35.949 0.076 6.806 6.123 
-0.063 11.597 35.868 -0.052 4.940 4.937 
2.119 14.103 35.697 -0.177 3.513 3.620 
5.345 15.592 35.284 -0.062 2.489 2.335 
9.077 15.687 34.660 0.297 1.760 1.230 
12.791 14.748 33.762 0.797 1.154 0.440 
16.320 13.242 32.572 1.432 0.575 0.082 
19.643 11.490 31.090 2.188 0.183 0.008 
22.739 9.668 29.327 3.046 0.000 0.000 
25.573 7.876 27.300 3.967 

Facility and Instrumentation 
The measurements were performed in one of the two Isen-

tropic Light Piston Compression Tube facilities of the von Kar-
man Institute, namely, the linear cascade wind tunnel CT-2. Its 
description and operating principles, derived from the initial 
development of Schultz, Jones and co-workers about 2 decades 
ago (Jones et al., 1973; Schultz et al., 1978), have been de
scribed by Richards (1980). The definite advantage of this 
facility is to provide an independent selection of Mach and 
Reynolds numbers as well as of gas-to-wall temperature ratio. 
Air is used as working fluid. The typical test duration is about 
500 ms. 

Free-stream total pressure and temperature, static pressure, 
and turbulence intensity were quantified at \ C^ (measured 
along the axial direction) upstream of the leading edge plane. 
Static pressure taps were installed at | Cllx (also measured along 
the axial direction) downstream of the trailing edge plane. These 

h = 

It is also worthwhile to mention that the present results de
scribe some kind of spanwise averaged behavior as the heat 
flux gages were about 20 mm long. 

More details about these measurement procedures have been 
presented by Arts et al. (1990). 

Measurement Uncertainty 
The uncertainty on the measured quantities was carefully 

evaluated and led to the following error bars, based on a 20:1 
confidence interval. The uncertainty on pressure was of the 
order of ±0.5 percent, on gas temperature of the order of ±1.5 
K, and on the heat transfer coefficient of the order of ±5 percent. 
The repeatability of the results was verified and proved to re
main within 0.5 and 1 percent, respectively for the velocity and 
heat transfer measurements (Arts et al., 1990). 

Velocity Distributions: Measurements and Analysis 

Blade isentropic Mach number distributions have been ob
tained for various inlet incidences and loadings from local static 
pressure measurements, referred to the upstream total pressure. 
The instrumented airfoil was equipped with 27 taps along suc
tion (15) and pressure (12) sides. The influence of inlet turbu
lence intensity and free-stream Reynolds number has not been 
considered. All tests were performed for an upstream total tem
perature of the order of 415-420 K and an exit static pressure 
almost equal to the atmospheric value. The results are presented 
in terms of isentropic Mach number distribution in function of a 
coordinate measured along suction and pressure surface wetted 
length. 

A first series of measurements was conducted to verify the 
influence of inlet incidence. The latter was varied between —14 
deg and +11 deg while maintaining the exit Mach number at 
a constant value of about 1.10. A sample of these results is 
presented in Fig. 2. As might have been expected, the airfoil is 
quite sensitive to this parameter. An early transition of the suc
tion side boundary layer most probably occurs at positive inci-

Nomenclature 

c = chord 
g = pitch 
h = forced convection heat transfer co

efficient or blade height 
/ = incidence angle 

M = Mach number 
q - forced convection heat flux 

Re = Reynolds number 
s = coordinate along profile 
T = temperature 

Tu = turbulence intensity 
a = flow angle 
y = stagger angle 

Subscripts 

1 = inlet 
2 = exit 

ax = axial 
is = isentropic condition 
oo = free-stream condition 
w = wall 
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Fig. 2 Measured velocity distributions: influence of / Fig. 4 Measured heat transfer distributions: influence of Tux (I = - 5 
deg, M2,i, = 1.12, Re2,i„ = 1.04 x 10") 

dence, whereas the acceleration is much more continuous at 
negative incidence, favoring the development of a laminar 
boundary layer. The existence of a velocity peak, decreasing 
from negative to positive incidences, on the front part of the 
pressure side also definitely influences the local boundary layer 
development. A detailed analysis of these results finally led to 
the decision to set the nominal incidence at —5 deg. The main 
reason was to control the position of the stagnation point, as 
the same cascade had to be used later on with a leading edge 
film cooling configuration. 

The influence of exit Mach number is shown in Fig. 3. These 
results were obtained at the nominal incidence of —5 deg. The 
velocity peak is clearly present on the pressure side. As will be 
shown in the next section, the flow regime and the different 
rates of acceleration along the rear part of the suction side also 
influence the boundary layer development. 

Convective Heat Transfer Distributions: Measurements 
and Analysis 

Blade convective heat flux measurements were conducted for 
different values of Mach and Reynolds numbers, free-stream 
turbulence intensity, and inlet incidence. Local heat transfer data 
were obtained by means of 45 platinum thin film thermometers 
painted on a machinable ceramic airfoil. All tests were per
formed for an upstream total temperature of about 415-420 K. 
The results are presented in terms of convective heat transfer 
coefficient distributions in function of a coordinate measured 

1.50 

H u l l 

1.26 

U 2.0.844 

- M2-0.990 

- A - M2-1.092 

along suction (positive values) and pressure (negative values) 
surface wetted length. 

The effect of turbulence intensity is shown in Fig. 4. These 
tests were conducted at / = - 5 deg, M2jis = 1.12, Re2>is = 1.04 
X 106. The increase of laminar heating with turbulence intensity 
is clearly observed in the leading edge area and along the first 
(laminar) part of the suction side. At Tu„ = 0.8 percent, the 
suction side boundary layer clearly remains laminar until s «* 
80 mm. The transition is induced by the impingement of the 
shock on the blade surface. At 7w„ = 4 percent, the transition 
is triggered farther upstream (s «* 35 mm); it is well correlated 
with the change in the free-stream acceleration rate (Fig. 3). 
The footprint of the shock is also clearly seen and is preceded 
by a decrease of the heat transfer coefficient; the latter is attrib
uted to the reacceleration of the flow (40 mm < s < 80 mm). 
The existence of a small recirculation bubble at the beginning 
of the pressure surface, due to the velocity peak identified in 
the preceding section, is proven by the strong heat transfer 
coefficient variation, indicating the separation and reattachment 
of the flow. The amplitude of this variation is strongly reduced 
for increasing values of turbulence intensity. 

The influence of free-stream Reynolds number is presented 
in Fig. 5. The corresponding flow conditions were / = —5 deg, 
M2,is = 1.12, 7w„ = 4 percent, and Re2,is = 0.54, 1.05, and 1.84 
X 106. As expected, the overall heat transfer coefficient level 
increases with Reynolds number. At the lowest value, the suc-

1400 
h 
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Fig. 3 Measured velocity distributions: influence of M2JS 

Fig. 5 Measured heat transfer distributions: influence of Re2,ta (/ = - 5 
deg, M2,i, = 1.12, 7u„ = 4 percent) 
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Fig. 6 Measured heat transfer distributions: influence of M2||9 (/ = - 5 
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tion side boundary layer remains laminar until the impingement 
of the shock (s « 80 mm). At the two highest values, the 
transition is again triggered by the change in acceleration rate, 
i.e., around 35 and 10 mm, respectively, for the medium and 
highest value of Re2?is. These locations correlate very well with 
the two major variations observed in the acceleration rate (Fig. 
3). The stabilizing effect of the favorable pressure gradient 
measured between s = 40 and 80 mm justifies the decrease of 
heat transfer until the location of the shock/wall interaction. 
Along the pressure side, the boundary layer gradually varies 
from a fully laminar to a fully turbulent state. The importance 
of the separation bubble is not a function of Reynolds number. 

Figure 6 demonstrates the effect of the free-stream Mach 
number distribution. The flow conditions were set as follows: 
/ = - 5 deg, 7H„ = 4 percent, Re2.is = 1.05 x 106 and M2,is = 
0.796, 1.118, and 1.277. The pressure side distributions are 
similar. Along the suction side, the transition is triggered at s 
ss 35 mm in the three cases. The major differences are observed 
in the development of the turbulent boundary layer along the 
rear part of the airfoil. Because of the shock/boundary layer 
interaction, it grows much faster in the transonic and supersonic 
regimes. In the last case, the effect of the acceleration is per
fectly visible. 

Finally, the influence of the inlet incidence is shown in Fig. 
7. The flow conditions correspond to r«„ = 4 percent, Re2is = 
1.06 X 106, M2,is = 1.1.2, and / = -14 , - 5 , and +5 deg.'An 
important separation bubble is observed along the pressure side 
at / = - 1 4 deg, whereas the suction side boundary layer under
goes an almost immediate transition at / = +5 deg. Both phe
nomena are well explained by the corresponding velocity distri
bution (Fig. 2). The overall distributions can again be justified 
by the arguments developed in the three preceding paragraphs. 

Numerical Predictions 

Two Navier-Stokes solvers have been applied to compute 
the Mach number and heat transfer distributions around this 
two-dimensional rotor blade. The first one is the commonly 
used, basic quasi-three-dimensional code "COLIBRI" using a 
Runge-Kutta cell-vertex scheme with a mixing-length turbu
lence model, while the second one is the latest version of the 
three-dimensional code "CANARI" using a Runge-Kutta cell-
centered scheme with a k— e turbulence model. 

Solvers. Several cell-vertex and cell-centered integration 
schemes are used in these codes, depending on the application: 
a one or two-step Lax-Wendroff-Ni scheme or a Jameson-
type space discretization combined with a four-step Runge-

Kutta time integration scheme. The convergence is accelerated 
by local time stepping and implicit residual smoothing tech
niques, allowing higher CFL numbers to be applied. Second 
and fourth-order Jameson artificial dissipation is also included. 
Two types of low-Reynolds-number turbulence models are 
available when running these codes: an algebraic mixing-length 
model formulated by Michel (Michel et al„ 1969) and a two-
equation k- e model formulated by Jones and Launder (Jones 
and Launder, 1973; Liamis and Lebret, 1995; Moreau and 
Mauffret, 1996). 

Transition Modeling. As the quasi-three-dimensional 
Navier-Stokes code uses a mixing-lenth model, the transition 
onset locations on suction and pressure sides are imposed; the 
eddy viscosity is modified in the transitional zone by an inter-
mittency factor, as recommended by Abu-Ghannam and Shaw 
(1980). The transition is "free" in the three-dimensional code 
using the k- e model, and is triggered by the numerical proce
dure. 

Mesh. The computational domain is divided into three sub-
domains. Each domain supports a structured grid, leading to a 
H-O-H mesh type. The O-mesh wrapped around the airfoil is 
built with an automatic dual algebraic-optimization process in 
order to obtain better orthogonality and regularity of the grid 
cells. The mesh of the RS1S blade is shown in Fig. 8; the total 
number of grid points is equal to 26,500, distributed as follows: 
H-mesh upstream (13 X 49), O-mesh (301 X 65), H-mesh 
downstream (129 X 49). The thickness of the cell adjacent to 
the surface is fixed at 1 fj,m and the ratio by which the cell size 
increases normal to the wall is 1.12; these values allow to get 
y+ < 1 in most of the configurations. 

Boundary Conditions. The total pressure, total tempera
ture, and flow angle are imposed at inlet while the dual static 
pressure/nonreflection condition is used in the exit plane, de
pending on the flow regime (subsonic/transonic). For the k-e 
model, inlet values of p • k (turbulent kinetic energy) and p • e 
(dissipation rate) are calculated from the external turbulence 
intensity. No-slip and isothermal boundary conditions are im
posed at the wall. The corresponding heat transfer coefficient 
was defined in the section "Facility-Instrumentation." 

Computational Results and Analysis. The Mach number 
distributions calculated by the quasi-three-dimensional code 
COLIBRI and the three-dimensional code CANARI are very 
close to each other (Figs. 9 and 10; / = - 5 deg, M2iis = 0.844 
and 1.092). When comparing them to the measured results, the 
agreement is rather good along the pressure side. Along the 
suction side, both codes have some difficulties into predicting 
the real shock structure. Moreover, for the positive incidence 
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Fig. 7 Measured heat transfer distributions: influence of / (Tux = 4 
percent, Re2,is = 1.06 x 10°, M2,is = 1.12) 
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Fig. 8 Computational mesh of the RS1S blade 
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Fig. 9 Computed velocity distributions (/ = - 5 deg, M2lis = 0.844) 

test case (Fig. 11; / = +5 deg, M2,is = 1.088), it seems that 
the real inlet flow angle is more tangential than the one specified 
in the code. It has to be noticed that all the calculations were 
performed by slightly (a few percent) adjusting the exit static 
pressure in order to obtain the best possible correspondence 
with the measured blade velocity distributions. 

The calculated pressure side heat transfer coefficient distribu
tion agrees fairly well with the experimental results at nominal 
incidence. Figures 12 and 13 present the results calculated re
spectively for subsonic (/ = - 5 deg, Tu = 4 percent, Re2is = 
0.97 X 106, M2,is = 0.796) and transonic (/ = - 5 deg, Tu = 
4 percent, Re2,ls = 1.07 X 106, M2,is = 1.132) exit flow condi
tions. The separation buble close to the leading edge is only 
predicted by the k-e model. With a positive incidence (Fig. 
14—7 = +5 deg, Tu = 4 percent, Re2,is = 1.07 X 106, M2,is = 
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Fig. 10 Computed velocity distributions (/ = - 5 deg, M2|ls = 1.092) 
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Fig. 11 Computed velocity distributions (/ = 5 deg, U U s = 1.088) 
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Fig. 12 Computed heat transfer distributions (/ 
percent, Re2j, = 0.97 10", M2,i, = 0.796) 
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1.124) the difference between calculations and measurements 
increases; this may eventually be due to nonnegligible second
ary flows encountered at this regime. When looking at the suc
tion side heat transfer predictions (Figs. 12, 13, and 14), the 
lack of imposed transition associated with the k- e model penal
izes the CANARI code; the transition imposed in the COLIBRI 
code at the first acceleration change in the velocity distribution 
provides a better prediction than in the three-dimensional 
CANARI code. When the transitional regime extends over a 
large portion of the suction surface (Fig. 13), the k-e heat 
transfer prediction better agrees with the measured distribution. 

Summary and Conclusions 
Detailed blade velocity and convective heat transfer measure

ments have been performed around the two-dimensional RS1S 
rotor blade designed at SNECMA. This experimental investiga
tion was performed in one of the VKI Isentropic Compression 
Tube facilities, allowing a correct simulation of modern aero
engine operating conditions. The analysis of the data includes 
the effect of Mach and Reynolds numbers, free-stream turbu
lence intensity, and inlet incidence. It has clearly been shown 
that velocity and heat transfer data correlate very well to define 
the onset of laminar to turbulent transition. 

Both quasi-three-dimensional (COLIBRI) and full three-
dimensional (CANARI) Navier-Stokes solvers were used at 
SNECMA to predict the measured performances. The proper 
choice of the turbulence model (algebraic or two equations) 
remains a key point to reproduce the measured flow features. 
The reliability and maturity of both codes in routine use for 
design and analysis of turbomachinery airfoils have been dem
onstrated. 
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A Numerical Study of Flutter in 
a Transonic Fan 
The bending mode flutter of a modern transonic fan has been studied using a quasi-
three-dimensional viscous unsteady CFD code. The type of flutter in this research is 
that of a highly loaded blade with a tip relative Mach number just above unity, 
commonly referred to as transonic stall flutter. This type of flutter is often encountered 
in modern wide chord fans without a part span shroud. The CFD simulation uses an 
upwinding scheme with Roe's third-order flux differencing, and Johnson and King's 
turbulence model with the later modification due to Johnson and Coakley. A dynamic 
transition point model is developed using the e" method and Schubauer and Kleba-
noff 's experimental data. The calculations of the flow in this fan reveal that the 
source of the flutter oflHI transonic fan is an oscillation of the passage shock, rather 
than a stall. As the blade loading increases, the passage shock moves forward. Just 
before the passage shock unstarts, the stability of the passage shock decreases, and 
a small blade vibration causes the shock to oscillate with a large amplitude between 
unstarted and started positions. The dominant component of the blade excitation 
force is due to the foot of the oscillating passage shock on the blade pressure surface. 

Introduction 

One of the most important requirements for jet engines for 
modern civil transport aircraft is high fuel efficiency at high-
subsonic cruising speeds. This requirement results in high by
pass-ratio transonic fans, which have very thin and flat blade 
sections. Such blades with low camber angle are more vulnera
ble to flow separation at high flow incidence angles than conven
tional low-speed blade sections. In a typical compressor/fan, 
the incidence increases as the speed is reduced through the 
operating line. Hence, separation is more likely to be encoun
tered in a transonic fan at a part-speed operating point. When 
separation occurs, the blade can experience stall flutter under 
certain conditions, shown as the cross-hatched region-I and re
gion-la in Fig. 1. Region-I is categorized as subsonic/transonic 
stall flutter, but the mechanism of the transonic stall flutter is 
not well understood yet. It is not even clear whether stall is 
actually responsible for this flutter. What we do know about 
this type of flutter we encountered in an in-house rig test is that 
the structural mode of oscillation is bending, whereas classical 
stall flutter is predominantly in a torsional mode (a study by 
Sisto [2] shows less likelihood of classical stall flutter in a 
bending mode). Some reports point out the possibility of shock 
wave oscillation being involved [3 ,4] , but why the shock oscil
lation occurs is still unknown. Since higher loading is desirable 
to achieve higher efficiency with less weight, engine designers 
often encounter stall flutter in prototype rigs. When they en
counter stall flutter in transonic fan, solutions to the problem 
often greatly affect the performance by reducing the efficiency 
or increasing the weight. Therefore, a better understanding of 
the flutter itself is needed in order to handle this problem with 
less penalty. 

Because of the difficulty in observing and modeling the be
havior of separated flow, there has been less research on stall 
flutter than on flutter with attached flow. Sisto [2] predicted 
stall flutter by solving differential equations for blade vibration 
with aerodynamic forces, derived from subsonic static cascade 
experiments, used as an exciting force. He treated the effect of 
stall by modeling the dynamic force coefficient as a polynomial 
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function of incidence angle. In his calculation, he showed that 
the blades oscillating in a torsional mode will exhibit large 
unsteadiness, but that in a bending mode they may not flutter. 
Yashima and Tanaka [5] introduced a leading edge separation 
model into a potential flow calculation. The modeled separation 
area was extended far downstream. The match with experimen
tal data was only qualitative. Chi [6] performed a calculation 
with a small perturbation equation and a separation model ini
tiating from a certain fixed point on the blade suction surface. 
The matching of the reduced frequency for the largest negative 
damping was excellent but the magnitude of damping was not. 
Sisto et al. [7] adapted a vortex method used by Spalart [8] in 
a rotating stall calculation to the stall flutter case. They were 
very successful in simulating the evolution of separation, but 
these calculations were for low subsonic stall flutter in a tor
sional mode. None of them treated viscous or compressibility 
effects, including shock waves. 

For bending mode stall flutter of a transonic fan, Stargardter 
[3] of Pratt & Whitney performed thorough flutter measure
ments in a transonic fan rig and pointed out the possibility of 
the shock wave oscillation contributing to the flutter. The flutter 
occurred only at conditions at which shock waves existed; how
ever, he could not find any evidence of the exciting aerodynamic 
force from the pressure measurements. Szechenyi [4] of 
ONERA performed two-dimensional wind tunnel experiments 
for cases in which a shock wave is attached to the leading 
edge of the blade, and found the shock wave oscillation was a 
dominant contribution to the blade excitation. However, the 
experiment with a detached shock wave was not successful 
because it was too difficult to achieve a pitchwise periodic 
condition in the cascade. 

Since cascade tests of unsteady transonic flow are extremely 
difficult and costly, and numerical simulations are a very useful 
and practical tool to study this phenomena, we decided to inves
tigate the flutter mechanism using a numerical simulation. Jou-
bert [9] of SNECMA performed an unsteady quasi-three-di
mensional Euler calculation, and showed that the shock oscilla
tion is indeed a source of blade excitation. Since this was an 
Euler calculation, the shock oscillation was entirely due to the 
change of the potential field due to the given blade oscillations 
and the effect of the shock/boundary layer interaction was not 
included. Thus, he could show the possibility of the instability 
being caused by the shock movement due to potential effects, 
but did not show whether it is the most important mechanism 
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I Subaonlc / Transonic Stall Fluttar 
la Syatam Moda Instability 
II Choka Flutlar 
III Low Incldanca Suparaonlc Fluttor 
IV High Incldanea Suparaonlc Fluttar 
V Suparaonlc Banding Stall Fluttar 

CORRECTED MASSFLOW 

Fig. 1 Typical axial compressor/fan characteristic map (from Sisto [1]) 

for the transonic flutter. In a transonic fan with a strong shock 
wave in the flowfield, shock/boundary layer interaction may 
play an important role, and therefore we decided to use a viscous 
algorithm for the numerical simulations to find whether viscous 
effect is important. In addition, the unsteady shock structure in 
transonic fans is extremely sensitive to the blade design, and 
the design philosophy of the SNECMA blade looked very differ
ent from that of IHI blades. Therefore, it is possible the flutter 
mechanism of the IHI fan blade is different from that studied 
by Joubert. 

Objectives 

The objective of the present study is to reveal the detailed 
mechanisms behind the transonic high-loading flutter observed 
in a IHI transonic fan rig at part speed. Some specific questions 
to be answered in this research are: 

1 Is this flutter due to stall? 
2 Does the shock wave play an important role? 

Since cascade tests in the transonic regime are difficult to 
perform, and numerical simulations allow us to study the effect 
of various aerodynamic parameters one at a time, these ques
tions will be addressed by a numerical simulation. It must be 
emphasized in using the computational fluid dynamic code that 
the code should be thoroughly validated so that we can have 
confidence that the output of the computation corresponds 
closely to the real flow in the fan. 

Numerical Approach 
The flow physics to be simulated in the numerical calcula

tions include shock movement, shock/boundary layer interac
tion, and boundary layer separation. Accordingly, the Navier-
Stokes equations are used, and to simulate these phenomena 
accurately, the details of the numerical scheme, turbulence 
model, transition model, computational grid, and boundary con
ditions are all important. 

Due to the lack of sufficient computational resources to per
form fully three-dimensional calculations, the quasi-three-di
mensional thin-shear-layer Navier-Stokes equations are used. 

The numerical scheme uses a second-order discretization of the 
unsteady terms. The viscous fluxes are discretized by second-
order central differences. The inviscid fluxes are approximated 
by an upwinding Alternating Direction Implicit (ADI) scheme 
formulated by Giles [10] with Roe's third-order flux differenc
ing [11]. This provides sharp resolution of the passage shocks. 

One-dimensional, unsteady, nonreflecting boundary conditions 
are applied at inflow and outflow boundaries to suppress nonphysi-
cal wave reflections. The basic equations used in the code were 
formulated by Giles [12]. Two-dimensional nonreflecting bound
ary conditions are not used because they are known to show great 
benefit only in steady flow calculations [13]. 

For the turbulence model, Johnson and King's one-half equa
tion [14] is used with the later correction from Johnson and 
Coakley [15] because of its capability to simulate shock/bound
ary-layer interaction in two dimensional calculations. The tran
sition model is the e" method [16], but using the envelope of 
the Orr-Sommerfeld spatial amplification curves to simplify 
the calculations. The use of the e" method in transonic flow in 
which shock-boundary layer interaction exists can be justified 
because this method shows good results in transonic flow calcu
lations of airfoils [17 ]. The e" method gives the turbulent transi
tion point in a quasi-steady sense, but will not correctly simulate 
the unsteady motion of the transition point. Physically, the tran
sition point could move upstream abruptly when a new transi
tion occurs upstream of the current transition point, but it won't 
instantly disappear and therefore a transition point cannot move 
downstream abruptly. This limited downstream movement of 
the transition point is modeled using an experimental observa
tion of Schubauer and Klebanoff [18] in 1956. They generated 
a turbulent spot by an electric spark, and observed how the spot 
evolves. From the data, the maximum velocity of the transition 
point moving downstream can be modeled as 0.5 X Ue, where 
Ue is the boundary layer edge velocity. In our CFD calculations, 
this maximum velocity is used to move the transition point 
whenever the standard e" method predicts a larger downstream 
movement. 

The computational grid consists of C -type grids around each 
blade, with grid density 223 and 60 in the £ and 77 directions, 
respectively. The grids are connected at midpassage to form a 
multipassage calculation domain. The number of passages is 
chosen so that the unsteady flows on the upper and lower peri
odic boundaries are in phase, allowing simple periodic boundary 
conditions to be used. The grids move with the blade on the 
blade surface and are stationary at inflow, outflow, and side 
boundaries. The motion of the rest of the grid is obtained by 
linear interpolation. The details of the code and the grid are 
documented in [19]. 

The code has been validated thoroughly by a series of calcula
tions [19]. Only the final test case is shown here. This test, an 
oscillating transonic compressor cascade flow, is configuration 
No. 7 Case-9 in the standard configuration data set compiled 
by Boles and Fransson [20]. The original data were taken in 
the Detroit Diesel Allison rectilinear air test facility under the 
sponsorship of NASA Lewis Research Center [21]. The blades 
have a multiple circular arc (MCA) profile. The blades oscillate 

N o m e n c l a t u r e 

a,„ = inflow sound velocity 
C = chord 

Cp = pressure coefficient 
/ = frequency, Hz 
K = reduced frequency = TT/C/ Uin 

p = pressure 
pa — half-amplitude of the pressure 

t = time 

Uin — inflow relative velocity, m/s 
Ue = boundary layer edge velocity, m/s 
u„ = velocity of the blade motion normal 

to the surface 
x = Cartesian coordinate axis in blade 

chord direction 
xa = half-amplitude of the blade bend

ing oscillation 

77 = curvilinear coordinate axis of C-
grid approximately normal to the 
blade surface 

9 = phase advance of the unsteady pres
sure from the blade oscillation 

£ = curvilinear coordinate axis of C -
grid along the blade surface 

pin = inflow density 
a = interblade phase angle 
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in pitching mode around the half-chord point at a reduced fre
quency based on the half-chord of K = nfC/U = 0.44. A 
detached shock wave impinges on the suction surface near the 
trailing edge of the blade and a mild trailing edge separation is 
observed behind the shock foot. The interblade phase angle is 
0 deg and the amplitude of the blade oscillation is 0.1157 deg. 

The steady calculation was performed first. Since the axial 
velocity density ratio (AVDR) is not supplied in the test data, 
it was adjusted to match the known shock position. The resulting 
AVDR matched that reported by Starken and Schreiber [22] of 
DFVLR as test case E/CA-4. 

The amplitude and phase distribution of the unsteady pressure 
on the blade are shown in Fig. 2. The calculated results match 
the cascade data well. Although a discrepancy is seen in the 
phase behind the shock foot on the suction surface and in the 
amplitude on the pressure surface, the amplitude and phase of 
the unsteady pressure upstream of the shock foot and the phase 
on the pressure surface show a good match. The chordwise 
amplitude of the shock oscillation also shows a good match. 
Together with other test cases not reported here [?] , this vali
dates the code as a plausible tool to simulate quasi-three-dimen
sional unsteady transonic flow. 

The Importance of the Transition Point Model 
Downstream motion of the transition point is modeled in the 

code using the experimental results reported by Schubauer and 
Klebanoff [18] as explained previously. Since Ekaterrinaris and 
Platzer [23] reported that the unsteady blade aerodynamic exci
tation was not predicted by the calculation with fixed transition 
point, it is worth checking the effect of the current transition 
point motion model on the blade excitation. 

Three unsteady calculations with (1) the current transition 
point motion model, (2) the current model with the e" method 

measured data 

calculation results 
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Fig. 2 Blade surface unsteady pressure distribution. Standard configu
ration #7, a- = 0 deg. 
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Fig. 3 Effect of the transition point model on the timewise blade surface 
pressure distribution 

alone, with no downstream motion limiter, and (3) a fixed 
transition point, are compared to see the effect of the moving 
transition point model. The input data correspond to a near-
flutter condition taken from a IHI research fan rig test. Details 
of the IHI research fan are presented in a later section. 

The motion of the transition point during a cycle of the blade 
oscillation for each of the three calculations is shown in Fig. 3. 
The triangles in the figures are the transition points. For the 
current model, periodic downstream movement of the transition 
points is seen, whereas for the case with the e" method on its 
own, a larger scatter of transition points is seen and the transition 
points are located farther downstream than in the other cases. 
The average location of the transition points differs greatly from 
the most upstream location calculated. In unsteady calculations, 
the e" method does not give a stable transition location, and 
therefore it is important to have a model for the downstream 
motion of the transition points to simulate the unsteady behavior 
of the transition point better, even if the model is quite simple. 

A large difference is also seen in the blade surface aerody
namic work distribution in Fig. 4. The ordinate of the figure is 
the normalized time-averaged blade surface work distribution, 
which is denned as (l/27r) § pundt = (^)paxa sin 9, where p is 
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Fig. 4 Effect of the transition point model on the blade surface work 
distribution 

the blade surface pressure, u„ is the blade surface normal veloc
ity, p a and xa are the amplitudes of the first harmonics of the 
unsteady pressure and blade oscillation, and B is the phase dif
ference between the two. The value is normalized by the inflow 
density and the cube of the inflow sound velocity. Positive work 
corresponds to blade excitation, while negative work corre
sponds to blade damping. In the figure, not only the location 
of the shock waves, but also the location of the blade exciting 
work are different. Therefore, the limiting of the downstream 
motion of the transition point plays an important role and should 
be used in unsteady calculations. 

IHI Transonic Fan Rig and Calculation Conditions 

The numerical flutter investigation is based on data provided 
by IHI Co. Ltd. The data are taken from an in-house research 
transonic fan rig. The rig has a fan stage with 22 wide-chord 
snubberless multiple curvature arc (MCA) type blades. Its tip 
relative Mach number is over 1.4 at the design point. The solid
ity at the tip is approximately 0.8, the aspect ratio is approxi
mately 2, and the hub/tip ratio is approximately 0.3 at the 
leading edge. The detail of the fan rig is described in [19]. The 
fan experienced flutter at midspeed high-pressure-ratio condi-

(a) front view (b) side view 

Fig. 5 IHI transonic fan blade and its first flex mode shape 

tions during rig tests. The blades oscillated predominantly in 
the heaving motion. The fan blade is shown in Fig. 5 with the 
blade displacement contour of the first flex mode superposed 
on it. The displacement is normalized by the maximum displace
ment, which is at the leading edge of the tip. It is seen from 
the figure that the first flex mode has a dominant heaving motion 
component, with pitching motion amplitude at the leading edge 
less than 20 percent of that of heaving. The rate of motion and 
pitching motion is approximately constant over the outer half 
of the span, which justifies the typical section approach for 
this flutter. The blade oscillated at a reduced frequency K = 
wfC/U = 0.22 with interblade phase angle -32.7 deg corre
sponding to a two nodal diameter counterrotating mode. Numer
ical simulations are performed at both near-flutter and in-flutter 
conditions. The aerodynamic input data for the near-flutter con
ditions are obtained from throughflow calculations using data 
measured in the rig test. The input data for in-flutter and deep-
in-flutter condition calculations are obtained by extrapolating 
the throughflow calculation results from the points with no flut
ter, because aerodynamic data cannot be measured during flut
ter. The instability boundary measured in the rig test and the 
points used for the calculations are shown in Fig. 6. 79 percent 
speed is chosen for the simulation calculations. The most critical 
point for the flutter is located at a lower speed, but a three-
dimensional interaction between the tip leakage vortices and 
the detaching shock wave is anticipated because the tip relative 
Mach number is just about unity at the most critical point. In 
addition, the repeatability of the flutter boundary was observed 
to be better at 79 percent speed. Following a typical section 
approach, quasi-three-dimensional calculations are performed 
for the conditions at 85 percent span. This is the spanwise 
position for which the relative Mach number just exceeds unity. 
This spanwise position is selected because the flutter first ap
peared at the fan speed for which the tip relative Mach number 
just exceeded unity, suggesting that near-sonic conditions are 

0.55 0.6 0.65 0.7 0.75 
Normalized Fan Total Flow Rate 

Fig. 6 The operating points of the simulation calculations 
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Fig. 9 The effect of the interblade phase angle on aerodynamic blade 
exciting work 

an important ingredient for this type of flutter. At near-flutter, 
in-flutter, and deep-in-flutter conditions, the inflow Mach num
bers are 1.018, 1.012, 1.006 and the static pressure ratios are 
1.30, 1.32, 1.34, at this spanwise position, respectively. 

The use of a quasi-three-dimensional code is checked by 
steady flow calculations around a spanwise position for which 
the rig test results show no pressure rise by closing the exit 
valve. The AVDRs are calculated by throughflow calculations 
using measured data as input. The result is shown in Fig. 7. 
The calculations show qualitatively good agreement with the 
rig data, justifying the use of a quasi-three-dimensional code to 
simulate the losses in this transonic fan. The pressure contour 
at the spanwise position at which no total pressure ratio rise 
was seen shows that the unsteady separation at the shock foot 
due to a shock boundary-layer interaction is the primary source 
of the loss (Fig. 8) . 

For the flutter simulations, the blades oscillate in a pure bend
ing mode with reduced frequency K = irfC/U = 0.22. The 
amplitude of the oscillation is chosen to be 4.5 percent of the 
pitch, which corresponds to the amplitude observed during the 
flutter in the rig test. 

Effect of Interblade Phase Angle 
Unsteady calculations at various interblade phase angles are 

performed to see whether the interblade phase angle that yields 
the minimum stability in the calculations matches that observed 
in the rig test, and to see what aerodynamic mechanism is 
responsible for the minimum stability at this interblade phase 
angle. 

Figure 9 shows the variation of the aerodynamic blade excit
ing work against the interblade phase angle at the "in-flutter" 
condition. The blade excitation is calculated to be the largest 
(smallest damping force) at the interblade phase angle -32.7 
deg. This result agrees with the observation in the rig test. 

Figure 10 shows the contributions to the aerodynamic work 
on the blade surface from five regions, the shock-foot and down
stream of the shock foot on both the suction and pressure sur
faces, and upstream of the shock foot on the suction surface. It 
can be seen from this figure that for most values of interblade 
phase angle, the largest contributions come from the two feet 
of the shock, and that these work approximately in opposition. 
Thus, it is the balance between these two works that defines 
the stability of the blade section. In particular, the dominant 
source of aerodynamic work input at the interblade phase angle 
—32.7 deg is the shock foot on the pressure surface. 

Now that we recognize that the balance between the unsteady 
forces exerted by the two shock feet controls the aerodynamic 
stability of the blade section, the mechanisms that vary the 
strength of the two shock feet are investigated. Figure 11 (a, 
b) shows the variation of the amplitude and the phase of the 
unsteady pressure at the two shock feet. The amplitude of the 
shock foot on the suction surface is always larger than that 
on the pressure surface, but the difference between the two 
amplitudes stays approximately the same, so the variation in the 
amplitude is not responsible for the variation in the aerodynamic 
work. Instead, it is the phase that is responsible for the variation 
in the work input with interblade phase angle, as shown in 
Fig. ll(fc). 

The separation region behind the shock foot on the suction 
surface, which is marked as "S.S. downstream" in Fig. 10, has 
a negative (damping) work component at all the interblade 
phase angles. Therefore, this flutter cannot be described as a 
stall flutter. The source of the blade excitation is not a stall, but 
the unsteady shock foot of the passage shock near the blade's 
leading edge on the pressure surface. 

Effect of Fan Pressure Ratio 
Calculations perturbing the rotor static pressure ratio are per

formed to investigate the effect of the pressure ratio. The pres-
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Fig. 8 Pressure contour at 85 percent span high valve condition 
Fig. 10 Effect of interblade phase angle on components of aerodynamic 
work 
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Fig. 11 Effect of interblade phase angle on amplitude and phase of 
unsteady blade surface pressure at shock feet 

sure ratio is perturbed along the constant speed line in the fan 
characteristic map shown in Fig. 6. Therefore the inflow angle 
and the inflow Mach number are also perturbed accordingly. 
The idea is to investigate the effect of the blade loading through 
one parameter, the pressure ratio. The static pressure ratios are 
chosen to be around the point at which the shock wave just 
unstarts, i.e., 1.32. The interblade phase angle is taken to be 
-32.7 deg. 

The result of the calculations is shown in Fig. 12. The figure 
shows that the aerodynamic instability appears at the static pres
sure ratio 1.32, and the unsteady pressure is working as a blade 
exciting force only in the vicinity of this pressure ratio. This 
agrees with the observation in the rig test that at some fan 
speeds the flutter subsided by further closing the exit valve. At 
most fan speeds, the exit valve could not be further closed 
because of the limit on fan vibration amplitude for safe opera
tion, so it could not be checked if this observation is true at all 
fan speeds. 

0.2 

x 
a. 
E < 

I 
-0.2 

-0.4 

S -0.6 

exciting 
• 

damping 

• 

• 

1.28 1.3 1.32 1.34 

Static Pressure Ratio 
1.36 

The details of the unsteady blade surface pressures are seen 
qualitatively in a timewise surface pressure distribution in Fig. 
13. In the case of pressure ratio 1.30, a shock foot is visible on 
each surface, but the shock oscillation is less on the pressure 
surface. At pressure ratio 1.32, large shock oscillations are seen 
on both the suction and pressure surfaces. In the case of pressure 
ratio 1.34, the shock wave is detached and the shock foot on 
the pressure surface has almost disappeared. 

Figure 14 shows the blade surface work distributions for the 
three pressure ratios. These distributions show that the shock 
foot on the suction surface works to damp a blade oscillation, 
and the passage shock foot on the pressure surface works to 
excite a blade in the whole range of calculated pressure ratios. 
It is a balance between these two unsteady aerodynamic works 

(a) pressure ratio = 1.30 

pha.se 

g i g MOde{ 

U r o 270 d«g 

1 § 5 3 180 d*i 

§ | | 90 (teg 

^ ^ 0t)OQ 

T.E. 
pressure surface ( suct ion surface 

LE. T.E. 

-Cp 

(b) pressure ratio = 1.32 

1 phase 

1 aTOdag 

180d9q 

90 dag 

Odog 

E. T.E. 
pressure surface 1 suct ion surface 

LE. 

180d9q 

90 dag 

Odog 

E. 

A/<jnura 

(c) pressure ratio = 1.34 

Fig. 12 Aerodynamic stability change due to the pressure ratio 
Fig. 13 Timewise blade surface pressure distribution (interblade phase 
angle -32.7 deg) 
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Fig. 14 Blade surface aerodynamic work distribution (interbiade phase 
angle -32.7 deg) 

that determines the stability of the blade section. The displace
ment of the passage shock foot on the pressure surface becomes 
very large when the shock is between the started and the un-
started positions, and this exerts the dominant blade exciting 
work. 

In each of these cases, no blade exciting work due to stall is 
detected. Hence, the aerodynamic instability can only be caused 
by the displacement of the passage shock on the pressure sur
face, and stall is not responsible for the flutter of the IHI tran
sonic fan rig at 86 percent span. 

modern transonic fan with shock waves. The code has 
been validated by a series of calculations so that the result 
of calculations can be trusted to represent physically cor
rect phenomena. 

2 The importance of properly modeling the motion of tran
sition points in unsteady calculations has been shown. In 
steady calculations, the e" method is sufficient to model 
the transition point, but in unsteady calculations it has 
been shown that a model that simulates the streamwise 
shedding of the transition point is needed. 

3 The ability to use a quasi-three-dimensional code for sim
ulating the unsteady blade-to-blade flow in modern tran
sonic fan has been demonstrated. The calculation using 
a "typical section" approach showed that the largest 
aerodynamic instability occurred at the same interbiade 
phase angle as seen in the flutter of the rig test. Also, the 
calculation confirmed that positive blade-exciting aerody
namic work input appears at the boundary condition taken 
from the rig data for which the flutter occurred. 

4 The flutter observed in the IHI fan rig was found to be 
not a flutter due to stall, but a flutter due to shock oscilla
tion. While the shock oscillation produces the dominant 
aerodynamic excitation, the separation behind the shock 
foot was found to produce an aerodynamic damping ef
fect. 

5 The shock wave has been found to play an important role 
in this flutter. 
(a) The key mechanism of the transonic fan flutter lies 

in the oscillation of the shock wave as it detaches. 
At a pressure ratio close to the value at which the 
shock wave detaches, the stability of the shock wave 
decreases, and minor blade oscillations cause the 
shock wave to oscillate between started and un-
started positions. At such a condition, the unsteady 
blade surface pressure on the pressure surface gen
erated by the foot of the passage shock wave be
comes a dominant source of aerodynamic excita
tion. 

(b) The unsteady blade surface pressure at the shock 
foot on the suction surface has a damping effect 
when the flutter occurred. 

(c) Flutter due to the shock oscillation occurs at condi
tions near the shock unstarting point. This kind of 
flutter will not occur when the shock wave is fully 
detached. 

(d) Since a fan operating at a tip relative Mach number 
over unity always has a spanwise position, which 
the shock wave detaches, transonic fans can have 
an aerodynamically unstable radius whenever the 
tip relative Mach number exceeds unity. 

Recommendations for Future Work 

1 A study of the effect of blade design parameters, such as 
the camber angle, stagger angle, and the curvature of the 
blade passage between the unstarted and started shock 
positions, is suggested to develop a method of designing 
a transonic fan that is less susceptible to high loading 
flutter. 

2 The significance of three-dimensional effects, such as un
steady passage contraction, end-wall boundary layers, tip-
clearance vortices, and spanwise slanted shock waves 
needs to be checked by full three-dimensional calcula
tions. 

Summary and Conclusions 
1 A quasi-three-dimensional viscous unsteady code has 

been developed to calculate the blade-to-blade flow in a 
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Computation of Unsteady Flows 
Around Oscillating Blades Using 
Linear and Nonlinear Harmonic 

W. Ning _ , . . . . • 

Euler Methods 
L. He 

A quasi-three-dimensional time-linearized Euler method has been developed to corn-
School of Engineering, pute unsteady flows around oscillating blades. In the baseline method, unsteady flow 
University of Durham, is decomposed into a steady flow plus a linear harmonically varying unsteady flow. 

Durham, DH1 3LE, United Kingdom ^oth the steady flow equations and the unsteady perturbation equations are solved 
using a pseudo-time-marching method. Based upon this method, a novel nonlinear 
harmonic Euler method has been developed. Due to the nonlinearity of the aerody
namic governing equations, time-averaging generates extra ' 'unsteady stress'' terms. 
These nonlinear effects are included by a strongly coupled approach between the 
perturbation equations and the time-averaged equations. Numerical results demon
strate that nonlinear effects are very effectively modeled by the nonlinear harmonic 
method. 

Introduction 
Currently, there are two distinct approaches for solving un

steady turbomachinery flows: the nonlinear time-marching ap-
• proach and the time-linearized approach. Generally, the time-
linearized methods are much more efficient than the nonlinear 
time-marching approach, while the time-marching approach 
should be more applicable to complex flow conditions than the 
time-linearized approach. 

Time-linearized approaches have been widely used in turbo-
machinery aeroelastic analyses because of their high computa
tional efficiency. In these methods, a linear perturbation is su
perimposed on a steady solution. The earlier time-linearized 
methods have been developed based upon the potential flow 
assumption, with notable contributions from Verdon and Caspar 
(1984) and Whitehead (1982). Because of the assumption of 
potential flow, these methods may not be appropriate for tran
sonic flows with strong shock discontinuities. Recently, the de
velopment of time-linearized Euler methods is very active. A 
notable example is the work by Hall and Crawley (1987). One 
important issue on the time-linearized Euler methods is the 
treatment of shock waves. Lindquist and Giles (1991) show 
that the unsteady shock load can be accurately modeled using 
a linearized Euler analysis, provided that the scheme is conser
vative and shock is sufficiently smeared. The shock-capturing 
technique is also used in the time-linearized Euler methods 
(Hall et al., 1994) to predict transonic unsteady cascade flows. 

Although time-linearized Euler methods meet the need of 
turbomachinery designers for efficient unsteady aerodynamic 
response predictions, their validity is limited by the linear as
sumption. It is desirable to develop a method that has a high 
computational efficiency like the conventional time-linearized 
method, and can account for nonlinear effects like the nonlinear 
time-marching method. This is the major objective of present 
work. To meet this objective, the present study is initiated with 
the development of a quasi-three-dimensional time-linearized 
Euler method called the Linear Harmonic method. On the basis 
of the linear harmonic method, a novel nonlinear harmonic 

Contributed by the International Gas Turbine Institute and presented at the 
42nd International Gas Turbine and Aeroengine Congress and Exhibition, Or
lando, Florida, June 2 -5 , 1997. Manuscript received at ASME Headquarters 
February 1997. Paper No. 97-GT-229. Associate Technical Editor: H. A. Kidd. 

method has been developed. In this method, a time-averaged 
flow field is used as the basis for the harmonic perturbations. 
Due to the nonlinearity of flow equations, time-averaging gener
ates extra "unsteady stress" terms in time-averaged equations. 
These extra terms are evaluated from the solution of the un
steady perturbation equations, while the coefficients of the per
turbation equations are evaluated from the solution of the time-
averaged equations. A strongly coupled method is used to inte
grate both the time-averaged equations and the perturbation 
equations simultaneously in time. 

Methodology 

Governing Equations. The integral form of the quasi-
three-dimensional unsteady Euler equations over a moving finite 
area AA is 

- ^ i f UdA + (b [Fdy + Gdx] = f | SdA (1) 
at J JAA V S J JAA 

where 

/ P \ I pu- pus \ 

U = h \ p u \ F = h\ pU" + P ~ pUU* \ rpv I I r{puv — pvus) 
\ pe J \(pe + P)u - peuj 

I fv-n \ / ° \ 

°-*Lrr/";J *- he • 
\ (pe + P)v - pevg) y [J J 

To complete the system of equations, a state equation of an 
ideal gas is used to define the pressure P. The quasi-three-
dimensional effect is introduced by allowing specified variations 
of radius r and streamtube height h in the axial direction. ug 

and vg are the grid velocities, used to accommodate the motion 
of the mesh due to the blade rotation and vibrations. 

Linear Harmonic Method. If the temporal or spatial 
change of a flow variable is very small compared to the steady 
value, Eq. (1) can be linearized. Assume that the flow field can 
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be divided into two parts: a 
monic perturbation part, i.e., 

"steady" flow plus a small har-

U = 0 + Ue~ (2) 

Here the U is the vector of complex amplitudes of the perturba
tion conservation variables. Similar perturbation series exist for 
the remaining fluxes F, G, and the vector of source terms S. 
Meanwhile, the grid is also assumed to undergo a small har
monic deformation about its steady position. 

We substitute the perturbation series for the conservation 
variables, flux vectors, source term and grid velocities into the 
integral form of the nonlinear Euler equation. Collecting the 
zero and first-order terms, Eq. (1) can be divided into two parts, 
i.e., the steady and the linearized unsteady Euler equations. The 
steady equation is given by 

i [Fdy + Gdx] -11 
J J A, 

SdA (3) 

UdA 

The linearized Euler equation is 

(D [Fdy + Gdx + fdy + <SS] = ico \ \ 

+ iu I I UdA + I f SdA + I I SdA (4) 
J J AA J J AA J J A/1 

Note that all the parameters in Eq. (4) are only space dependent. 
The coefficients of this equation depend on the solutions of the 
steady Eq. (3) , so Eq. (3) must be first solved before solving 
the linearized amplitude equation. This steady equation is solved 
by using a conventional finite volume time-marching method. 

The linearized Euler Eq. (4) is solved by using the pseudo-
time technique originally proposed by Ni and Sisto (1976). 
Using this method, the perturbation conservation variables U 
are assumed to be functions of both space and time, so that Eq. 
(4) becomes 

— \\ UdA+ (D [Fdy + Gdx + Fdy + Odx] 
OtJJAA Js 

= iu \\ UdA + iuj \\ VdA+\\ SdA+\\ SdA (5) 
J JAA J JAA J JAA J JAA 

Now Eq. (5) is hyperbolic in time. As time advances, [/reaches 
a steady-state value so that the first term of Eq. (5) goes to 
zero and the solution to Eq. (4) is recovered. The advantage of 
this method is that any well-developed time-marching schemes 
can be used to solve the linearized Euler equations. Furthermore, 
since only a "steady-state" solution is desired, the local time-
stepping and multiple-grid techniques can be used to speed 
convergence of the computation. 

The spatial discretization for both Eq. (3) and Eq. (5) is made 
by using the cell-vertex finite volume scheme. The temporal 
integration is performed by using the four-stage Runge-Kutta 
scheme. A combination of second and fourth difference smooth
ing is used to capture shock waves. 

By contrast to the nonlinear time-marching method in which 
the flow equation is solved in the time domain, the linear pertur
bation equation for the unsteady amplitude is solved in a fre
quency domain. In this time-linearized Euler method, solving 
an unsteady flow problem is now effectively equivalent to solv
ing two steady problems (Eqs. (3) and (4)) . 

Nonlinear Harmonic Method. In order to include nonlin
ear effects, a novel nonlinear harmonic method has been devel
oped based on the linear harmonic method. In this approach, a 
simple but significant change is that a time-averaged (instead 
of a steady) flow field is used as the basis for the harmonic 
perturbations. Due to nonlinearity of the flow equations, the 
time-averaging generates extra terms in time-averaged flow 
equations, which can account for the nonlinear effects of un
steadiness on the time-averaged flow (He, 1996). 

We assume that the flow field is composed of two parts: a 
"time-averaged" flow plus a small perturbation, e.g., 

U = U + 0 (6) 

Here the U is the vector of the time-averaged conservative 
variables, U is the vector of perturbation conservative variables. 
Similar perturbation series exist for the flux F, G, and the 
source term vector S. 

Substituting Eq. (6) into the original governing Eq. (1) , the 
time-averaged form of Eq. (1) can be given as: 

i. [Fdy + Gdx + Fdx + Gdy] •• 11 
J J A 

(SdA + SdA) (7) 

The time-averaged forms of fluxes F and G axe as follows: 

F = h 

pu — pug 

U{pu — pug) + F+ (pu)u— {pug)u 

r[v(pu — pUg) + (pu)v - (pug)v] 

G = h 

H(pu — pug) + Fug + ti(pu) + Pus - H{pUg) 

~P~V-~pVg 

u(pv - pVg) + (pv)u - (pVg)il 

r[v(pv - pvg) + F+ (pv)v - (pvg)v] 

H(pv - pvg) + Fvs+ H(pv) + Pvg - li(pVg) 

Comparison between the time-averaged equation and the 
steady flow Eq. (1) has shown that: (1) Regardless of the 
effects of moving grid, the mass continuity equation remains 
unchanged, i.e., the time-averaged mass flow at the inlet and 
outlet of a flow domain should be conserved; (2) due to nonlin
earity of the momentum and energy equations, time averaging 
generates extra terms in these equations. These extra terms are 
similar to the turbulence (Reynolds) stress terms, so we call 
these extra terms "unsteady stress" terms. 

The unsteady perturbations can be obtained by solving the first-
order perturbation equation. Assuming all the perturbations also 

N o m e n c l a t u r e 

A = computation cell area; ampli
tude; channel height 

Cp = pressure coefficient 
e = internal energy 

F', G = Euler equation flux vectors 
H = enthalpy 
h = streamtube height 
k = reduced frequency 

M = Mach number 
P, p = pressure 

r -
S = 

t = 
U = 

u, v = 

ug, vg = 
x,y = 

e = 
p = 

radius 
Euler equation source term vec
tor 
time 
conservative variable vector 
Cartesian components of veloci
ties 
grid moving velocities 
Cartesian coordinates 
stagger angle 
density 

<j = interblade phase angle 
4> = relative phase angle 
oj = angular frequency 

Superscripts 
u = upper surface of blade 
/ = lower surface of blade 

— = time-averaged quantity 
= = steady quantity 
~ = perturbation; perturbation 

amplitude 
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change in harmonic modes, the form of the first-order perturbation 
equation is the same as the linearized Euler Eq. (4): 

0.8-

& 
[Fdy + Gdx + Fdy + Gdx] = i'u> 

*> J AA 
UdA 

+ ito i f UdA + i f SdA + I T SdA (8) 
J J AA J J AA J JAA 

In the time-averaged equation, the "unsteady stress" terms 
need some extra relationships to be closed. For a periodically 
unsteady flow, the unsteady stress terms can be directly evalu
ated in terms of the phase and amplitude of the perturbations. 
For example, u and v are two unsteady quantities changing 
in the harmonic form; the time averaging of uv over one oscil
lating period is 

uv = ,A„A„ cos (4>m) (9) 

where Au and A„ are the amplitudes of the u and v, and 4>m is 
the relative phase angle between « and v. 

The extra terms in Eq. (7) are evaluated from the solution 
of the first-order perturbation Eq. (8) , while the coefficients of 
the perturbation equation are evaluated from the solution of the 
time-averaged Eq. (7). The coupling procedure between these 
two equations can be very important in terms of convergence 
and accuracy, especially when the nonlinearity is strong. The 
key point is that the solving of these two equations should be 
carried out without any hierarchy. In order to cope with this 
strong interaction between the time-averaged Eq. (7) and the 
first-order unsteady perturbation Eq. (8), two sets of equations 
are integrated simultaneously in a strongly coupled manner by 
using the four-stage Runge-Kutta time-marching scheme, as in 
the aerodynamic and structure coupling solution (He, 1994). 
The temporal integration of this coupled system is illustrated 
in Fig. 1. In this method, the time-averaged flow field is one 
part of the solution. 

Boundary Conditions. For the solutions of steady and 
time-averaging flows through a single blade passage, a direct 
repeating periodic condition can be applied at both the upper 
and lower periodic boundaries. In the solving of unsteady per
turbation equations, the direct periodicity does not exist. For 
the blade flutter problems, adjacent blades usually vibrate with 
a constant phase angle difference a (interblade phase angle). 
The phase-shifted periodic boundary condition must be imple-

Time-Averaging 1st Harmonic 

' n+1 

Fig. 1 Temporal integration of nonlinear harmonic method 
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Fig. 2 Steady and time-averaged pressure in channel 

mented along the upper and the lower periodic boundaries as 
follows: 

Uu = U'e~ (10) 

U" and U1 are the perturbation conservation variables on the 
upper and lower periodic boundaries, respectively. 

On the blade surface, because the grid moves with the blade, 
zero flux is applied across the finite volume boundaries on the 
solid surface, while for the energy equation, work terms done by 
pressure due to the surface movement must be retained. At the 
inlet and outlet boundaries, in order to prevent spurious reflections 
of outgoing waves back into the computational domain, the exact 
two-dimensional unsteady nonreflecting boundary condition for 
single frequency (Giles, 1990) is implemented. 

Results 

Transonic Unsteady Channel Flow. This case is calcu
lated to demonstrate the ability of both of the linear and nonlin
ear harmonic methods to model the shock impulse due to the 
shock moving. Consider a transonic flow through a diverging 
channel. The ratio between exit back pressure and inflow total 
pressure P0 is 0.7422, the inlet Mach number is 1.093. On Fig. 
2, the solid line is the computational steady pressure (p/P0) 
distribution given by the nonlinear steady Euler solver on a 129 
X 10 node mesh. Meanwhile, the steady pressure distribution 
given by one-dimensional analytical method is also presented 
in Fig. 2. It can be seen that the shock wave is just slightly 
smeared in the nonlinear steady Euler solution. 

In this numerical test, the unsteady flows induced by an un
steady perturbation of the back pressure with a reduced fre
quency, k = 0.63 (based on the upstream velocity and Ailllet), 
have been computed by both the linear and nonlinear harmonic 
methods. First, the amplitude of the back-pressure variation 
(Amp) is specified to be 1 percent of /?exit. The marks on Fig. 2 
are the time-averaged pressure distribution generated by the 
nonlinear harmonic method. Because the back pressure ampli
tude is small, the time-averaged flow field is almost the same 
as the steady flow field, as shown in Fig. 4. The unsteady 
pressure coefficient (here Cp = p/(Pexn*Amp)) distributions are 
shown on Fig. 3. The unsteady pressure distribution calculated 
by the nonlinear harmonic method is almost identical to those 
by the linear harmonic method. The results obtained by a nonlin
ear time-marching method (He, 1990) are also presented on 
Fig. 3. The comparison among these three methods is very 
good, although the shock impulse predicted by the linear and 
nonlinear harmonic methods is slightly higher than that by the 
nonlinear time-marching method. 

Then the amplitude of the back pressure variation is increased 
to 7 percent of the pexU. The shock moves in a bigger region in 
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Fig. 3 Unsteady pressure distribution in channel 
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Fig. 4 Unsteady pressure distribution in channel 

the channel, and the nonlinear effects are now relatively 
stronger. The unsteady pressure distributions are shown in Fig. 
4. Because of the strong nonlinear effects, the linear harmonic 
method cannot correctly predict the unsteady flow. The unsteady 
pressure impulse around the shock wave generated by the linear 
method is much narrower and higher than the results by the 
nonlinear time-marching method. However, the results can be 
greatly improved by using the nonlinear harmonic method as 
shown in Fig. 4. The steady and time-averaged pressure distribu
tions obtained by these three approaches are shown in Fig. 5. 
It can be seen that in this case, the time-averaging flow field is 
quite different from the steady flow field because of strong 
nonlinear effects. The shock moves over a large region, and 
the time-averaged shock wave is physically smeared by the 
unsteadiness. The time-averaged pressure distribution generated 
by the nonlinear harmonic method agrees very well with that 
by the nonlinear time-marching method. 

Tenth Standard Configuration. A numerical test has been 
carried out to compute the transonic unsteady flows around an 
oscillating cascade. The cascade, known as the Tenth Standard 
Configuration, has a stagger angle, 45 deg and a gap/chord 
ratio, of unity. The airfoils of this cascade have a NACA 0006 
thickness distribution slightly modified so that the trailing edge 
is wedged. A transonic steady flow considered here occurs at 
inlet free-stream Mach number 0.8 and flow angle 58 deg. The 
unsteady flows are excited by the airfoils plunging with an 

interblade phase angle of - 9 0 deg and a reduced frequency of 
1.287 (based on the upstream velocity and blade chord). 

First, the steady flow is computed by the nonlinear steady 
Euler solver with an H-grid of 109 X 37. The isentropic Mach 
number distribution on the airfoil surface is presented in Fig. 
6. There is a transonic patch around the leading edge on the 

0.8-

0.4-

0.2-

Steady 
Nonlinear Time-marching 

o Nonlinear Harmonic 

0.3 0.7 0.4 0.5 0.6 

Channel Position, X 

Fig. 5 Steady and time-averaged pressure in channel 
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suction surface with a maximum Mach number of about 1.29. 
Then the unsteady flows are computed by both the linear har
monic and nonlinear harmonic methods. The time-averaged 
isentropic Mach number distribution by the nonlinear harmonic 
method is also demonstrated in the Fig. 6. It can be seen that 
time-averaged shock wave is just slightly smeared by the un
steadiness, and positions of steady and time-averaged shock 
waves are almost the same. This implies that the nonlinear 
effects are not strong. The unsteady pressure distributions mea
sured by both linear and nonlinear harmonic methods are shown 
in Fig. 7. These calculated results are compared with those from 
a nonlinear time-marching method (Huff and Reddy, 1989). 
The comparison among these three methods is very good. Com
pared to the linear harmonic method, the unsteady computation 
results are slightly improved by the nonlinear harmonic method. 

Supersonic Compressor Cascade. In order to validate 
both the linear and nonlinear harmonic methods further, the 
unsteady flows around an oscillating supersonic cascade are 
computed by these two methods. This supersonic cascade has 
a stagger angle, 61.55 deg, and an inlet Mach number of 1.05. 
In this numerical test, the two pressure ratios (pb/P0) are speci
fied to give the different shock wave positions, where pb is the 
back static pressure, Pa is the inlet total pressure. The unsteady 
flows are induced by the blades vibrating in a bending mode 
with an interblade phase angle of 180 deg and a reduced fre
quency of about 1. The vibrating amplitude is 1 percent chord. 
All the unsteady calculation results by the linear and nonlinear 
harmonic methods are compared with the results generated by 
a nonlinear time-marching Euler solver (He, 1990). 

In the first calculation, a lower pressure ratio (0.64) is given, 
a strong normal shock wave exists around the trailing edge on 
the suction surface. The steady flow calculation results are 
shown in Fig. 8. Then the unsteady flow is computed by the 
linear, nonlinear harmonic, and the nonlinear time-marching 
methods, respectively. The time-averaged isentropic Mach 
number generated by the nonlinear harmonic method is also 
presented in the Fig. 8. In this case, the steady flow field is 
almost the same as the time-averaged flow field, just the shock 
wave is slightly smeared by the nonlinear effects. This implies 
that the shock wave is very stable at this position and the nonlin-
earity is small. The unsteady pressure distributions on blade 
surfaces by these three methods are shown in Fig. 9. The com
parison among these methods is quite good. 

Then the back pressure is increased to a higher value (0.68) 
to push the shock wave upstream and a transonic patch is formed 
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Fig. 6 Isentropic Mach number distribution of tenth standard configu
ration 
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Fig. 7 Unsteady pressure distribution on blade surface 

around the leading edge of the suction surface. The steady isen
tropic Mach number distribution found by the steady Euler 
solver is presented in Fig. 10. The time-averaged isentropic 
Mach numbers generated by both the nonlinear harmonic and 
nonlinear time-marching methods are plotted on Fig. 10. It can 
be seen that the time-averaged shock wave is at the upstream 
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Nonlinear Harmonic 
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Fig. 8 Isentropic Mach number distribution of a supersonic cascade 
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Fig. 9 Unsteady pressure distribution on blade surface 

of the steady shock. This is because this transonic patch is not 
very stable, and the small blockage generated by the unsteadi
ness will push the steady shock wave forward. The nonlinear 
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Fig. 10 Steady and time-averaged isentropic Mach number distribution 

harmonic method can capture this nonlinear effect, as shown 
in Fig. 10. The unsteady pressure distributions found by these 
three methods are given in Fig. 11. Because the unsteady pertur
bation in the linear method is based on the steady flow, the 
shock impulse position generated by the linear method is at 
downstream of that found by the nonlinear time-marching 
method. However, the nonlinear harmonic method can improve 
the results considerably. 

Concluding Remarks 
First, a quasi-three-dimensional linear harmonic Euler 

method has been developed for predicting unsteady flows in 
cascades and channels. The finite-volume time-marching 
scheme is used to solve both the steady and the perturbation 
equations. The moving grid is used to avoid extrapolation in 
the moving blade boundary conditions. 

Based on this linear method, a novel nonlinear harmonic 
Euler method has been developed. The time-averaged flow field 
is used as the basis of the harmonic perturbations. The "un
steady stress" terms in the time-averaging equations are simul
taneously evaluated from the solution of the perturbation equa
tions. The time-averaged equations and perturbation equations 
are solved in a strongly coupled manner. 

Several numerical tests show that the nonlinear harmonic 
method can considerably improve the results when the nonlin-
earity is strong. The nonlinear harmonic method typically in-
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Fig. 11 Unsteady pressure distribution on blade surface 
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creases 60 percent CPU time compared to the linear harmonic 
method. Hence, it is still much more efficient than the nonlinear 
time-marching method. 
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Prediction of Turbine Blade 
Vibratory Response Due to 
Upstream Vane Distress 
Turbine blades and vanes operate in a hostile environment, which leads to deteriora
tion of these components over time. This paper describes detailed calculations to 
predict the vibratory response of a high-pressure turbine blade due to the excitation 
produced by a single distressed upstream vane in a modern turbofan engine. The 
approach includes detailed computational fluid dynamics (CFD) analysis of the 
steady flowfield produced by the distressed vane, Fourier decomposition of the flow 
variables to determine the harmonic content, unsteady CFD analysis to determine 
the resulting vibratory response of the blade, and crack propagation analysis to 
determine blade life. Predictions of vibratory stress and threshold crack size are 
summarized as functions of vane distress level. The results, which indicate that this 
type of vane distress can indeed be a significant excitation source for the blades, are 
shown to be in good agreement with engine experience. The method provides, for 
the first time, a quantitative approach to setting limits for acceptable levels of vane 
distress in the field. 

Introduction 
This paper summarizes an approach used to determine the 

vibratory response of a high-pressure turbine blade due to loss 
of airfoil material from the upstream vane. The study was 
prompted by the failure of a set of blades on a modern turbofan 
engine. Inspection of the engine revealed a significant amount 
of distress on one vane. The failure scenario envisioned is that 
this distress sets up a large aerodynamic disturbance, which 
excites the blade's fundamental bending mode and leads to a 
high-cycle fatigue (HCF) failure. Failures have occurred on 
other engines where the only peculiarity has been significant 
vane distress. On the other hand, some amount of vane distress 
is fairly common and small amounts are allowed by mainte
nance manuals. Given the rarity of this type of blade failure, 
these allowances certainly seem reasonable. The purpose of this 
study was to quantify the magnitude of the excitation and the 
resulting vibratory response of the blade, leading to a better 
understanding of the failure. 

The distress of interest here is the loss of a portion of the 
vane trailing edge region. Figure 1 is a sketch of the geometry 
under investigation. Experience has shown that this distress 
progresses slowly over time through oxidation, and not by los
ing large pieces at erratic intervals. Due to variations in cooling 
flow, combustor pattern factor, position of the vane relative to 
fuel nozzles, and operating history, degradation of individual 
vanes varies significantly even within a given engine. Blockage 
of a cooling cavity due to a significant event such as bird inges
tion can also lead to vane distress. As a result, it is not uncom
mon to see a single vane with a significant amount of distress 
while little is shown on the other vanes in the set. 

The flowfield is then nonsymmetric since the distress will 
cause a disruption to the flow beyond that caused by the typical 
vane. As the downstream blade passes through the wakes and 
shocks from the vanes, unsteady forces are generated which 
excite the blades. Assuming there is only a single distressed 
vane, a once-per-revolution (IE) disturbance will be present in 
addition to the usual vane passing frequency excitation. The 
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lando, Florida, June 2 - 5 , 1997. Manuscript received at ASME Headquarters 
February 1997. Paper No. 97-GT-250. Associate Technical Editor: H. A. Kidd. 

disturbance is primarily due to the increased throat area and the 
decreased turning because of the missing trailing edge portion. 
Since this disturbance will be similar to an impulse, it will 
generate significant higher harmonics in addition to the IE. 
The question becomes whether the strength of the 11th or 12th 
harmonics, which are coincident with the first bending mode of 
the blade at take-off and cruise speeds, respectively, are strong 
enough to cause a blade failure in HCF. Figure 2 shows a 
simplified Campbell Diagram for this blade. 

In the analysis that follows, the full range of vane distress is 
considered, from the nominal case of no distress to a completely 
missing airfoil. Experience has shown that small amounts of 
vane distress are acceptable, since there have been no related 
blade failures. The failure mentioned previously occurred for a 
larger distress level, corresponding to 40 percent of the vane 
airfoil chord. But there is also an engine where a completely 
missing vane airfoil was found during a scheduled maintenance 
inspection. The challenge is to determine why a 40 percent vane 
distress leads to a blade failure but a completely missing airfoil 
does not. The detailed analysis presented here demonstrates 
that the engine experience to date can be explained through 
calculation of the excitation strength and the corresponding 
blade response, plus recognition of the importance of existing 
low-cycle fatigue cracks in the blade, which were present to 
some extent for all cases. While the theoretical predictions are 
shown to be quite accurate, some minor calibration of the final 
results to experience was required. 

Steady Flow Analysis 
To quantify the level of the excitation forces, a two-dimen

sional steady aerodynamic analysis of the vane was conducted 
using the computational fluid dynamics (CFD) code NOVAK 
(Holmes et a l , 1988; Holmes and Connell, 1989). This code 
solves the quasi-three-dimensional nonlinear Reynolds-aver
aged Navier-Stokes equations on an unstructured adaptive grid. 
The adaptive grid technique densities the triangular mesh in 
regions of high gradients, allowing features such as shocks and 
shear layers to be resolved very well. Turbulent boundary layers 
were assumed throughout the analysis with an inlet turbulence 
intensity level of 10 percent. A two-equation k-e model was 
used for turbulence closure. Wall functions were used with 
quadrilateral cells next to the airfoil surfaces to avoid excessive 
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Fig. 1 Schematic of distressed vane (40 percent in this case) and the 
downstream blades. Extent of computational domains for CFD analyses 
are also shown. 
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Fig, 2 Campbell diagram for the high-pressure turbine blade 

grid. The governing equations are marched to convergence in 
false time using a Runge-Kutta algorithm. 

The distressed vane was placed near the middle of a multipas-
sage computational domain representing the midspan section. 
Seven passages were found to be the minimum number required 
for the flow to return to that of a nominal vane at the tangential 
boundaries, which is critical because of the periodicity condi
tions enforced there. Four different geometries were considered: 
nominal (a single passage was used for this baseline case), 20 
percent distress, 40 percent distress, and a completely missing 
airfoil. This is a transonic vane, and the downstream flowfield 
is characterized by a nearly axial shock emanating from the 
trailing edge in addition to the viscous wakes. Because of the 
highly skewed angle of the wakes relative to the axial direction, 
the phasing of these two excitation sources changes dramatically 
with axial position. 

The primary reason for conducting a viscous analysis is to 
model the wakes properly. During instrumented engine testing, 
the bending mode is only excited by low-level random excita
tion, and so there are few data available to indicate its true 
response characteristics. One indication of the strength of the 
harmonics from the vane distress is a comparison with the vane 
passing strength, which is known to be a strong excitation 
source. While this is obviously qualitative, it does provide a 
reasonable guideline. 

The square trailing edge geometry used to model the dis
tressed vane introduces unsteady vortex shedding in the wake 
region. Since the CFD code is solving the unsteady equations 
of motion to drive the solution to convergence, the inherent 
unsteadiness of the actual flowfield prevents the CFD analysis 
from completely converging to a steady-state solution in some 
cases, but the results are considered adequate. An example of 
the steady results is given in Fig. 3 in terms of contours of Mach 
number for the 40 percent distress case. Note the differences in 
the wake and shock structure for the distressed vane, and the 
strengthening of the shock on the vane downstream of the dis
tressed vane. 

In Fig. 3, also note the behavior of the shock at the grid exit. 
A constant static pressure was used as the downstream boundary 
condition, which causes the shock to dissipate rather than pass 
through the grid exit. The preferred boundary condition would 
be to set the average pressure across the exit to be constant and 
allow tangential variation of static pressure. This was tried but 
found to produce convergence difficulties. Note, though, that 
the grid exit is sufficiently downstream of the blade leading 
edge (Fig. 1), and the solution at the blade leading edge is 
considered adequate. Convergence difficulties were more pro
nounced on the missing airfoil case and only an inviscid solution 
could be obtained, but it is believed that this is sufficient, as 
will be discussed later. 

N o m e n c l a t u r e 

a = speed of sound 
a,h = threshold crack size 

CFD = computational fluid dynamics 
CF = modal force coefficient 
c, = characteristic variables 
E = engine order, as on Campbell dia

gram 
F = modal force 
G = geometry factor for crack propa

gation 
HCF = high-cycle fatigue 

j = imaginary component 
K = modal stiffness 

Kth = threshold stress intensity factor 
k, = axial wave numbers 

LCF = low-cycle fatigue 

M = Mach number 
N = excitation order 
n = cycle in decay envelope 
P = blade pitch 
p = static pressure 
Q = modal amplitude 
R = radius 
r = frequency ratio 
t = time 

U = rotor speed 
u = axial velocity 
V = velocity magnitude 
v = tangential velocity (absolute) 
x = axial coordinate 
y = tangential coordinate 
P = tangential wave number 

6 = modal damping log decrement 
y = mode shape and geometry factor 
t, = modal critical damping ratio 
p = density 
a = interblade phase angle, vibratory 

stress 
i// = temporal phase angle 
oj = temporal frequency 

Subscripts 

/ = forcing frequency 
r = relative velocity 

Superscripts 

~ = unsteady component 
- = magnitude 
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Fig. 3 Example of steady flow analysis: contours of steady Mach num
bers shown 

One of the main limitations of the current analysis approach is 
the two-dimensional assumption. Vane distress typically occurs 
over only a portion of the span, and radial interaction between 
the distressed and nondistressed portions of the passage is prob
ably substantial. However, three-dimensional viscous multipas-
sage analysis was beyond the scope of this study. As will be 
shown, the two-dimensional analysis is adequate to identify the 
salient drivers on blade forced response. 

Fourier Analysis 
Once the steady vane solutions are complete, the next step 

is to determine the harmonic excitation seen by the blades. In 
this case, this was done by interrogating the steady flow solution 
circumferentially at the plane of the blade leading edge. These 
data then represent the circumferential variation of each steady 
flow parameter across the seven-vane domain. To represent the 
full set of vanes, a nominal passage was defined by a weighted 
average of the outer of the seven vanes in the CFD solution. 
This nominal vane was then cloned to define the full set. As an 
example, Fig. 4 shows the flow angle variation for the first ten 
passages. Of these, the first seven represent the actual CFD 
solution while the last three are representative of the nominal 
repeated passage. The disruption to the flow caused by the 
distressed vane is obvious. Note that, while only the flow angle 
is shown, all of the flow parameters—density, pressure, and 
velocities—were considered and used in the forced response 
analysis of the blade. While each of these flow parameters has a 
unique waveform, the example given in Fig. 4 is representative. 

The resulting waveforms were then Fourier decomposed to 
extract the harmonic content. This Fourier analysis was repeated 
for each of the four distress cases analyzed, and Fig. 5 shows 
an example of these results, again in terms of flow angle varia
tion. The 42E represents the vane passing excitation, and is the 
only harmonic present in the nominal case. All other harmonics 
are generated by the distressed vane stimulus. 

3 4 5 
Circumferential Position (vane #) 

Fig. 4 Example of circumferential variation in a flow parameter, as eval
uated at the plane of the blade leading edge 

It can be seen that the distressed vane simulation does indeed 
generate substantial amplitudes in higher harmonics. This in 
itself is a worthwhile result, because it has often been assumed 
that the harmonics for this type of disturbance drop off very 
quickly. The level of excitation generated by the 20 percent 
distress in these harmonics is small, which is consistent with 
experience. The 40 percent distress has a significantly higher 
harmonic content, which is again as expected. The missing 
airfoil is higher than either of the other cases. The 1 IE and 12E 
harmonics, though, are still less than the vane passing strength, 
and as a result it is difficult to conclude whether there is suffi
cient strength to cause a blade failure in the bending mode. 

Comparisons of the inviscid and viscous solutions for the 20 
and 40 percent distress cases indicated that the strength of the 
HE and 12E harmonics did not change significantly with the 
inclusion of viscosity. It was sufficient, then, to conduct viscous 
analysis only for the nominal case, and run the multipassage 
distress cases inviscidly. This reduces the complexity of the 
steady aero analysis significantly. 

Unsteady Flow Analysis 
To evaluate truly the effect of the vane distress, a forced 

response analysis of the blade was conducted. This analysis 

I 
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Fig. 5 Example of harmonic content of flow parameters 
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uses the harmonics from the various flow parameters determined 
above—for this case, the 1 IE harmonic in particular—to deter
mine the vibratory response of the blade. The first step in this 
analysis is to determine the unsteady pressures on the blade and 
the NOVAK program is again used, but now in its linearized 
Euler unsteady mode (Holmes and Chuang, 1991). The un
steadiness in the flow is considered to be a small harmonic 
perturbation from an in viscid nonlinear steady flow, and the 
resulting equations are linear in the unsteady flow variables. 
The unsteady equations are solved on the final steady grid using 
the same numerical algorithm as the steady flow. Boundary 
conditions for the unsteady solution are based on the two-dimen
sional formulation of Giles (1988), though only a single Fourier 
mode was included for these cases. 

In unsteady flow problems, it is more convenient to transform 
the variables from the physical parameters of pressure, velocity, 
and density to the equivalent set of characteristics. These char
acteristics are defined by the relations (Giles, 1988; Hall and 
Crawley, 1989; Lorence, 1991) 

= c-eii~u"+kx+/3y'> (3) 

C\ 

Ci 

c3 

Ci \ * J 

1 0 0 
1 

where 

0 pu pvr — UJ — 
P 

0 Pvr — UJ - Pu H 
pa 

0 Pvr - UJ ~Pu 
pa-

s = V/32(«2 + v2 - a2) - 20ujvr + UJ2 

« > (1) 

The characteristics correspond to entropic, vortical, and down
stream and upstream acoustic waves, respectively. Note that the 
upstream-running acoustic wave is not of interest for this case. 
These equations are used to calculate the characteristics for each 
harmonic from the corresponding primitive variables resulting 
from the Fourier analysis. The transformation can also be writ
ten using the tangential velocity in the absolute frame: 

c4 

0 0 

n P P 
0 - pau — — pav — 

W UJ 

1 

—a-

0 -pav@- +pau^ -a^M2 - 1 ^ 
U) 
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UJ UJ UJ 

£ -afi 

(2) 

Note that the characteristics have been scaled such that each 
now has units of pressure. 

Recall that the harmonics for the vane solution were obtained 
at the blade leading edge. This allows the dissipation of the 
excitation sources to be properly determined by the viscous 
code. However, it does introduce a complication since the per
turbations are defined at the blade grid inlet for the inviscid 
unsteady analysis. The boundary conditions must be properly 
phased, plus any decay must be taken into account to get the 
proper strength and interaction at the blade leading edge. These 
various grid features are indicated in Fig. 1. The advantage of 
using characteristics is that this complex scaling decouples and 
is given directly by the axial wave numbers. 

The characteristics can be written in the form 

The temporal frequency u> is known from the vibratory analysis 
of the blade, while 0 is the tangential wave number (spatial 
frequency) of the disturbance and k is the axial wave number. 
A shift to a new origin 

gives 

x = x' + Ax 

y = y' + Ay 

_ g-eJ(.kA.x+/3Ay)eU~Ljt+kx'+l3y') 

(4) 

(5) 

The excitation from the vanes will be seen by the blades as 
a backward-traveling wave at an interblade phase angle for the 
blade row corresponding to the HE (Platzer and Carta, 1988). 
This defines the tangential wave number 

a 
P 

N 

R 
(6) 

fc = 
pvr — UJ 

u 

u(/3vr — UJ) + as 

The axial wave number is determined by the transformation 
from primitive to characteristic variables. The transformation 
requires the solution of an eigenproblem, and the axial wave 
numbers correspond to the resulting eigenvalues. The wave 
numbers for the entropic, vortical, and downstream acoustic 
characteristics are 

(7) 

Note that the entropic and vortical characteristics are real while 
the acoustic characteristic may be complex. From Eq. (5), the 
entropic and vortical waves propagate without attenuation, so 
only a phase shift is required to account for changes in axial 
position. If k} is real, this cut-on acoustic wave also propagates 
without decay. A complex fc3 indicates a cut-off wave, which 
decays exponentially. Again, the wave numbers can also be 
expressed in terms of the absolute velocity, which seems to 
provide more physical insight, 

ki = k2 = - - P 
u 

h = -
a2SA~2 

(8) 

Substituting numerical values from the steady flow solution 
into the expressions for the axial wave numbers shows that all 
are purely real, so that only a phase shift is required for each. 
Note that the tangential shift is of no concern because it will 
be the same for all characteristics. The axial spatial frequencies 
are much higher for the entropic and vortical characteristics than 
the acoustic, presumably because of the near-axial orientation of 
the shock compared to the highly skewed wake. These relative 
phase shifts can cause the modal force contributions from each 
characteristic to superpose constructively or destructively. 

An initial grid study was conducted to determine the grid 
resolution required for the incoming waves to propagate from 
the grid inlet without numerical dissipation. Because of the high 
spatial frequency of the entropic and vortical waves, a dense 
grid was required. This grid was then used for subsequent un
steady analyses. For reference, the reduced frequency based on 
half-chord and exit velocity is about 0.35 for this case. 

The linearity of the solutions was exploited by using superpo
sition to reduce the number of solutions required. A separate 
unsteady analysis was conducted for a unit real perturbation in 
each characteristic, i.e., a unit HE perturbation is defined and 
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at a reference grid point on the inlet boundary the disturbance 
is in phase with the blade motion. Taking the dot product of 
the resulting unsteady pressures on the blade surface with the 
displacements for a unit amplitude in the first bending mode 
shape and then integrating over the blade surface gives a scalar 
complex modal force coefficient associated with each character
istic. These modal force coefficients can then be scaled and 
combined to give the solution to any general case. In particular, 
the modal force coefficients were scaled to the 1 IE harmonic 
for all of the distress levels analyzed. Use of superposition 
reduces the number of cases to analyze and results in better 
understanding of the solution. 

Vibratory Stress Calculation 

The mode shape and vibratory stress distribution for the bend
ing mode were taken from the results of a three-dimensional 
finite element analysis of the blade. The bending mode is essen
tially a translation of each radial cross section in the direction 
normal to the chord. A unit vector in this direction was used 
when determining the two-dimensional modal force coefficients 
in the unsteady analysis. The blade is nearly an extrusion of a 
constant cross section and so an assumption was made that the 
unsteady pressures on each radial streamline would be the same. 
It is further assumed that the distress is constant over the span 
of the vane. The total three-dimensional modal force on the 
blade can be determined by scaling the two-dimensional modal 
force coefficients to the actual displacement of the mode shape 
at each streamline and then integrating up the blade span. Be
cause the two-dimensional modal force coefficient CF is con
stant, it can be pulled outside the integral. The integrand is then 
a function only of known geometry and displacement and can 
be evaluated, resulting in an expression for the total modal force 
Fof 

F = yCF (9) 

Note that CF includes the superposition of the phase-shifted 
modal forces for each of the characteristics. As a result it is a 
function of the case being analyzed but the mode shape parame
ter y is a constant. For each case considered, the total modal 
force is dominated by the contribution from the downstream 
acoustic characteristic, indicating that the large shock is the 
primary excitation source. 

The vibratory response can be determined using the single 
degree of freedom expression for a simple spring-mass-damper 
modal system at resonance (Vierck, 1979) 

Defining the vibratory stress at the critical location from the 
finite element model as <r* and using the modal force coefficient, 
the stress at this location is given by 

Because there are no engine data available for a resonance 
crossing of the bending mode, the value for damping was not 
explicitly known and was estimated. The primary contribution 
to the damping is the platform friction damper, and so the 
estimate was based on the results of bench testing of damper 
effectiveness. This resulted in a value of C, — 0.016 (equivalent 
to a log decrement of 10 percent), a rather large amount of 
damping, which is indicative of a well-designed friction damper. 
This value of damping is the total contribution from all sources, 
including aerodynamic damping, and was assumed to be con
stant for all excitation levels, a necessary simplification. 

Up to this point, a single harmonic has been assumed for the 
excitation and response. However, because the excitation source 
is experienced just once per engine revolution, the blade re-

0 7 14 21 28 35 42 
Vanes 

Fig. 6 Comparison of 11E contribution to overall response of system 

sponse will actually be a decaying envelope about a sinusoidal 
wave. The envelope repeats with a frequency of IE while the 
enclosed sine wave is at the natural frequency of the blade, in 
this case HE. The steady state response is obtained from the 
generalization of Eq. (10) that includes all of the Fourier terms 
(Vierck, 1979) 

Q = — +L -, —r- - cos (niVft - i/f„) 

+ £ " 7 n r l ,ny N, sin (nwft - <//„) (12) 
,_,V(1 - r\f + (2£r„)2 

where a„ and bn are the Fourier coefficients of the excitation 
force. 

The contribution of the 1 IE contrasted to the overall response 
for a representative excitation force is shown in Fig. 6. Obvi
ously, this harmonic dominates the overall response, but inspec
tion shows that the peak value is significantly higher than the 
1 IE magnitude. The decay rate is only a function of the damping 
level and because of the high damping present there is a substan
tial difference between the peak response that occurs once per 
revolution and the HE content. In the time domain as shown 
in Fig. 6, the blade is in free decay after responding to the 
once per revolution excitation force. Using the definition of log 
decrement 

« = ! l n f (13) 

the amplitude at the end of eleven cycles can be found, and then 
the average value determined. The ratio of the peak response to 
the average is found to be 3/2 after some trivial arithmetic, and 
this average value corresponds to the HE content. Since the 
ratio of peak to average magnitude is only a function of the 
damping constant, it is independent of the form of the excitation 
force. This indicates that the stress can be determined for a 
single harmonic at the blade's natural frequency, but then this 
should be scaled up by 3/2 to obtain the peak stress. This 
approach, rather than calculating the actual modal forces for all 
harmonics and using Eq. (12), reduces the effort significantly. 

Using Eq. (11) and the 3/2 ratio, the vibratory stresses for 
the various distress levels can be calculated and these are plotted 
in Fig. 7 after normalizing by the endurance limit. The four 
distress levels plotted are nominal (0 percent), the 20 and 40 
percent values, and the completely missing airfoil (100 per
cent). This plot shows that the vane distress under investigation 
can generate significant vibratory stresses, though it does not 
appear capable of causing an HCF failure. It is also evident that 
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Fig. 7 Vibratory stress predictions for the blade as a function of vane 
distress level 

these results show that the vibratory response should increase 
as the level of distress increases. Recall that a blade failure 
occurred for the 40 percent distress but not with a completely 
missing airfoil. 

Crack Propagation Analysis 
The blade failure that occurred was due to HCF propagation, 

but the origin was at a fairly substantial low-cycle fatigue (LCF) 
crack at the root trailing edge. This LCF crack is caused by the 
extreme thermal cycling of the blade over its operational life. 
A simple crack propagation analysis was conducted in which 
the threshold crack size necessary for a crack to propagate solely 
due to vibratory stress was determined. The reasoning behind 
this approach is that crack growth through an LCF mechanism 
would be slow, while propagation through HCF would lead to 
virtually instantaneous failure because of the high frequency of 
the bending mode. The simple crack growth equation (Broek, 
1974) 

(14) Kth = Gaiiralh 

was used. The threshold stress intensity was estimated based 
on the data available for the blade material, while G was set to 
correspond to an edge crack. Equation (14) is solved for a,h, 
and the vibratory stress for each case is substituted. This gives 
the threshold crack size as a function of vane distress. 

The results are summarized in Fig. 8 as the dashed curve, 
where the crack size has been normalized by blade chord. For 
smaller amounts of distress near 20 percent, a very large existing 
crack must be present in the blade for the vibratory stress to 
cause the crack to grow, which is consistent with experience. 
Actually, a crack this size is not physically possible because 
the steady stresses would cause tensile overload. At distress 
levels near 40 percent and beyond, significantly smaller cracks 
are required for propagation to occur. 

Included on this plot is the actual size of the LCF crack that 
led to the blade failure with 40 percent vane distress, denoted 
by a horizontal line. Similarly, a line indicating the size of the 
cracks present in the blades for the "missing airfoil" case is 
also shown. Considering first the 40 percent distress level, there 
is very good agreement with the threshold crack size calculated, 
though the experience lies somewhat above the predicted curve. 
This can be interpreted as the theoretical results slightly overpre-
dicting the level of vibratory stress. Adjusting the prediction to 
the data point at 40 percent distress gives the solid curve in 

Fig. 8. For the "missing airfoil" case, the solid line is above 
the threshold value for this engine. This latter result explains 
the reason a failure did not occur on this engine, since crack 
propagation will not occur unless an LCF crack over 2 percent 
of the chord in length is present in the blade. 

These results may seem inconsistent with the results of Fig. 
7, where all the vibratory stresses were below the endurance 
limit of the material, but HCF data are generated using speci
mens without LCF cracks. Figure 8 can be used to help set 
limits of distress that are acceptable for continued operation. 
The results of this analysis indicate that, for this engine, there 
must be a combination of vane distress along with existing LCF 
cracks in the blade for propagation to occur. But with large 
amounts of distress—those 40 percent and beyond—the crack 
necessary in the blade is quite small. 

Summary and Conclusions 
A detailed steady and unsteady forced response analysis has 

been completed for a high-pressure turbine blade driven by a 
single distressed upstream vane. The intent of this study was 
to quantify the strength of this excitation source by determining 
its ability to drive the primary bending mode of the blade. There 
are a number of distinct steps in the approach developed, and 
most of these steps have been studied individually before. But 
to the authors' knowledge, this is the first systematic application 
of such tools to this problem. To summarize the steps: 

10 

11 

12 

Conduct multipassage steady flow analysis of vane. 
Obtain circumferential variation of flow parameters at 
blade leading edge plane. 
Conduct Fourier analysis of flow parameters to obtain 
harmonic content. 
Transform to characteristic variables. 
Calculate corresponding wave numbers. 
Run finite element analysis to determine mode shape. 
Run unsteady blade analysis with unit real perturbations. 
Calculate two-dimensional modal force coefficients. 
Scale force coefficients to actual harmonic content, using 
wave numbers to account for phase shifts and attenua
tion. 
Integrate up blade span to get total modal force, using 
appropriate scaling of each section to actual three-di
mensional mode shape amplitude. 
Determine vibratory stress using estimate of modal 
damping. 
Calculate threshold size for crack propagation. 
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Fig. 8 Threshold crack size for propagation through vibratory stress, 
as a function of vane distress level 
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In summary, the approach described here worked well and 
the predictions are reasonable and consistent with experience. 
The results show that significant vibratory stresses can be gener
ated by a single distressed vane, and there is also a significant, 
nearly linear increase in the vibratory excitation and response 
of the blade as the amount of vane distress increases. The analyt
ical results indicate that a combination of significant vane dis
tress and an existing LCF crack in the blade must be present 
for propagation through vibratory stress to occur. Use of crack 
propagation analysis was crucial to providing a reasonable ex
planation of experience to date. 
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Effects of Surface Roughness on 
Heat Transfer and Aerodynamic 
Performance of Turbine Airfoils 
Aerodynamic flow path losses and turbine airfoil gas side heat transfer are strongly 
affected by the gas side surface finish. For high aero efficiencies and reduced cooling 
requirements, airfoil designs dictate extensive surface finishing processes to produce 
smooth surfaces and enhance engine performance. The achievement of these require
ments incurs additional manufacturing finishing costs over less strict requirements. 
The present work quantifies the heat transfer (and aero) performance differences of 
three cast airfoils with varying degrees of surface finish treatment. An airfoil, that 
was grit blast and Codep coated, produced an average roughness of 2.33 pm, one 
that was grit blast, tumbled, and aluminide coated produced 1.03 p,m roughness, and 
another that received further postcoating polishing produced 0.81 pm roughness. 
Local heat transfer coefficients were experimentally measured with a transient tech
nique in a linear cascade with a wide range of flow Reynolds numbers covering 
typical engine conditions. The measured heat transfer coefficients were used with a 
rough surface Reynolds analogy to determine the local skin friction coefficients, from 
which the drag forces and aero efficiencies were calculated. Results show that tum
bling and polishing reduce the average roughness and improve performance. The 
largest differences are observed from the tumbling process, with smaller improve
ments realized from polishing. 

Introduction 
Predictions of turbine airfoil metal temperatures depend on 

reliable knowledge of hot gas and coolant side heat transfer 
coefficients and bulk temperatures. The external gas side friction 
and heat transfer are affected by several parameters, which make 
their accurate predictions quite complicated. Regarding the hot 
gas side conditions, some of the important physical phenomena 
to be considered are the free-stream turbulence, the surface 
roughness, the pressure distribution along the airfoil surface 
curvature, the upstream local metal temperature distributions, 
and the laminar-to-turbulent flow transitions (Zerkle and Louns-
bury, 1989). 

Among these variables, surface roughness increases both the 
friction factors and the local heat transfer coefficients on sur
faces with turbulent boundary layers. In flat plate flows, the 
relative roughness parameter of pipes (k/R) is replaced by 
(k/6), where k is the roughness height, R is the pipe radius, 
and 6 is the boundary layer thickness. In flat plate flows k/S 
decreases along the plate. The relative effect of roughness is 
determined by the relative level of the roughness Reynolds 
number (Schlichting, 1968) Reks = (V*kjv), where V* is the 
friction velocity and equals \T„lp, ks is the equivalent sand 
surface roughness, and v is the gas kinematic viscosity. When 
Reks is less than 5, the flow is considered smooth; when it is 
larger than 70 the flow is considered to be rough and in between 
the flow is transitional. In turbulent flows, rough surfaces de
velop considerably larger skin friction coefficients as compared 
to smooth surfaces. The same is true for the heat transfer; 
however, the percentage increase with roughness in heat transfer 
is smaller than that for the skin friction. Surface roughness also 
affects the transition from laminar to turbulent flows, causing 
transition to occur at lower flow Reynolds numbers when com
pared to smooth walls. There is an extensive collection of data 
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with various rough surface configurations. To compare the re
sults obtained with roughness configurations other than sand 
roughness, Schlichting (1968) proposed the concept of equiva
lent sand roughness. 

Recently several flat plate heat transfer studies have been re
ported in which particular roughness types have been used to 
examine transition and heat transfer coefficients. Hosni et al. 
(1991) used hemispherical elements of uniform size and regular 
staggered spacing to determine the effect of surface roughness 
with zero pressure gradient flows. Chakroun and Taylor (1993) 
continued to use these same types of surfaces to study heat transfer 
with mainstream acceleration. Pinson and Wang (1994) measured 
flat plate heat transfer with various leading edge roughness condi
tions, using either grits, or cylindrical elements. Barlow et al. 
(1997) modeled rough surfaces with two distinct element shapes 
formed by etching of uniform size and spacing, such that all flows 
were in the fully rough regime of Reks > 70. 

The translation of these rough flat plate experimental results 
to scaled rough airfoils is not straight forward. Turner et al. 
(1985) simulated engine type roughness due to depositions and 
oxidation by attaching abrasive powders to the surfaces of a 
blade in a stationary cascade. Tarada (1990) proposed a low-
Reynolds-number &-epsilon model applicable to flows over 
rough surfaces to determine skin friction coefficients and flow 
transitions. The model was first calibrated by comparison with 
data obtained with deterministic roughness elements and then 
applied to stochastic (random) surface roughness conditions. 
Blair (1994) tested roughness effects on a rotating blade surface 
in a stage-and-a-half, large-scale, ambient temperature annular 
turbine rig. He used liquid crystals to obtain a ' 'smooth'' surface 
with rms roughness of 0.33 pro. and min.-to-max. roughness of 
7.6 /Km. He also used flat black paint to achieve rms surface 
roughness of 6.4 pm with min.-to-max. of 51 pm, and also a 
600 pm grit size for a very rough surface. The data were com
pared with four heat transfer correlations applicable to rough 
surfaces (Dipprey and Saberski, 1963; Kadar and Yaglom, 
1972; Seidman, 1978; Han and Delpassand, 1990). These corre
lations relate the heat transfer coefficients to local Reynolds 
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numbers, Prandtl number, a roughness parameter, and the skin 
friction coefficient. Blair used Han's method (1985) for calcu
lating the local friction coefficients as a common input to the 
four rough surface heat transfer correlations. Guo et al. (1998) 
measured vane heat transfer in an annular rig using liquid crys
tals with a reported roughness Rz of 25 /L*m, and also a smooth 
surface Rz of less than 1 jim with thin film heat flux gages. Rz 

is defined as the average peak-to-peak roughness height mea
sured with a profilometer. Hoffs et al. (1996) used liquid crys
tals to form a rough airfoil surface in a linear vane cascade. 
Their "natural" crystals were measured as Ra of 7 fim and Rz 

of 25 jj,m, and "polished" crystals with Ra of 4 /urn and Rz of 
15 ixm. 

The prediction of rough surface friction and heat transfer at 
present requires the determination of the equivalent sand grain 
roughness height (ks). The actual component surface roughness 
characterization is performed by measuring with a profilometer 
and specifying an actual roughness height (Rz) or a centerline 
average value (Ra or CLA). The equivalent sand grain 
roughness may or may not be similar to any of the measured 
values and at present there is no universal relation that relates 
the various surface characterization values. Forster (1967) 
reported that for machined ground surfaces the relations are 
Rz = 5 Ra, and ks = 2 Ra, and for emery paper Rz = 5 Ra and 
ks = 7 Ra. Bammert and Sandstede (1975) present equations 
for milled surfaces that relate the sand grain roughness to the 
measured roughness height or centerline averages. For cases 
when the flow is parallel to the milling grooves, they proposed 
that Rz = 5 ks, and when the flow is perpendicular to the grooves 
Rz = 2.56 ks. For mechanically produced surfaces these authors 
suggest that ks = 2.19 R0*11. Koch and Smith (1976) estimated 
that Rz = 6 Ra for emery paper. Blair (1994) and Boyle (1994) 
suggested that ks = Rz. Dunn et al. (1994) used ks = RJ0.3 
and Guo et al. (1998) found that ks = Rz for the best comparison 
of their experimental data. Bogard et al. (1998) adopted a 
roughness shape/density parameter of Sigal and Danberg 
(1990) to characterize vane roughness, and then modeled large-
scale, flat plate surfaces to mimic this parameter value. They 
use cones of uniform size and spacing, measuring heat transfer 
for a range of flows and turbulence intensities. 

Various surface textures result from random finishing pro
cesses such as shot peen, vibratory tumbling, abrasive flow, 
electro discharge machining (EDM), electro chemical machin
ing (ECM), grit blasting, and cast surfaces, which are difficult 
to characterize by a centerline average and a distance between 
min. and max. of roughness. Various coatings are also being 
applied to airfoils on the gas side surface as ceramic insulation 
layers or for oxidation protection. These coatings tend to be 
porous and may have surface roughness characteristics that may 
be different from the metal surface finishing processes. The 
objective of this work was to conduct experiments with three 
linear constant section airfoils with varying degrees of surface 

Nomenclature 

a = exponential constant N = number of vanes Rex = Reynolds number based on dis
Ar = local airfoil surface area N0 = number of surface regions for tance x and local conditions 
Bi = Biot number each thermocouple R, = average peak-to-peak roughness 
c„ = specific heat Nurx = rough plate Nusselt number t = time 

Cfrx = rough plate friction coefficient Pr = Prandtl number T = wall temperature 
Cfsx = smooth plate friction coefficient P T = stagnation pressure and temper V = local velocity 
F» = drag force ature y* = friction velocity = Vr„/p 
hf = gas side heat transfer coefficient R = pipe radius X = distance 
k = roughness height (designated also Ra = centerline average roughness 6 = boundary layer thickness 

as/?,) (designated also as CLA) V = kinematic viscosity 
k,„ = metal thermal conductivity Re = Reynolds number based on exit p = density 
ks = equivalent sand grain roughness conditions and axial chord V = efficiency loss 
l = metal wall thickness length To = shear stress at the wall 

M = total mass flow rate Reits = roughness Reynolds number 
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Fig. 1 (a) Schematic of transient test facility 
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Fig. 1 (b) Schematic of cascade geometry 

finish treatment typical of manufacturing processes and to quan
tify the heat transfer and aero performance differences. 

Experimental Facility 

Apparatus. The test facility used in the present study, and 
shown in Fig. 1, is fully described by Abuaf et al. (1997), 
including details of the test methodology, operation and verifi
cation testing. The inlet components of the facility include the 
main air feed line, a flow straightening section, and the pressure 
containment box, which houses the cascades and elevator. The 
core of the test apparatus is a transient cascade rig comprised of 
two linear airfoil cascades, one above the other, housed within a 
movable elevator assembly. The lower airfoil cascade is known 
as the dummy cascade, serving the purpose of setting up the 
desired flow rate, pressure, and temperature to steady conditions 
prior to initiating a transient test (see below). The upper cascade 
contains instrumented airfoils for the determination of pressure 
distributions, and the test airfoil with imbedded thermocouples. 
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Fig. 2 Plot of average Mach number distributions for a nominal flow 
rate of 3.62 kg/s (Re = 2.3 x 10s) as a function of nondimensional 
distance from the leading edge (L.E.) for the three airfoils A, B, and C 
investigated 

The exit of the cascade section is directed through a back
pressure control valve used to set the overall pressure ratio. The 
primary flow of the cascades is supplied by a rotary compressor 
capable of delivering air flow rates of up to 4.53 kg/s at pres
sures up to 30 atm. A separate natural gas fired heater is used 
to heat the primary air to the desired level after compression. 
The cascade containment box is supplied with two secondary 
sources of air from another house compressor. All secondary 
air is filtered and metered. A supply of secondary air is used 
as purge air to pressurize the containment to a level just above 
the operating inlet pressure of the cascade, thereby preventing 
cascade bypass leakage flow. This same air also maintains the 
instrumented cascade at a low temperature until such time as 
the transient is initiated. 

The linear airfoil cascades are representative of typical tur
bine inlet vanes, with an exit angle of 77.5 deg. Figure \(b) 
shows the cross-sectional view of the instrumented cascade. 
Each cascade has five airfoils and four flow passages. Within 
the instrumented cascade, the central airfoil location is used for 
the heat transfer test article. The airfoils adjacent to the central 
location contain surface static pressure instrumentation along 
the midspan section. These airfoils are present for all testing to 
monitor the Mach number distributions for the flow passages 
bounding the center airfoil. The cascade inlet is a rectangular 
section 28.55 cm wide by 6.1 cm span. While the spanwise 
profile of the cascade is linear, the flowpath contains a symmet
ric axial contraction from 6.1 cm to 4.45 cm. The axial chord 
length of the airfoil geometry is 4.8 cm. The throat diameter is 
1.54 cm (minimum geometric airfoil passage width), giving a 
throat aspect ratio of about 4. Additional instrumentation in
cludes endwall static pressure taps at both inlet and exit to the 
flow passages, and inlet air thermocouples at each of the flow 
passages. Approximately 5.08 cm upstream of the cascade is 
located a perforated plate for the generation of elevated free-
stream turbulence intensity. This plate has 42 percent open area 
with 0.63-cm-dia holes on 0.95 cm centers, and produces 14 
percent turbulence intensity at the airfoil leading edge plane. 
The cascade may be operated under constant pressure ratio 
condition with Reynolds number varied by a change in pressure 
level, or the pressure ratio may be adjusted to provide different 
Mach number distributions. In the present tests, the nominal 
pressure ratio was set at 1.5, yielding the Mach number distribu
tion shown in Fig. 2. 

Heat Transfer Test Airfoils. Three instrumented airfoils 
were produced and tested for the present study. Because the 
purpose of this study is to determine the effect of various manu
facturing-produced surface finishes on airfoil heat transfer and 

aerodynamic performance, a specific fabrication and instrumen
tation method was developed to maintain the external surfaces 
in the as-manufactured condition. The linear airfoil shape was 
first cast in Rene 77 material, a high-nickel-content material 
representative of airfoils in high-performance gas turbines. The 
solid airfoils were then processed through different polishing 
and coating steps to produce three external surface finishes. 
Airfoil A was vapor grit blasted and coated with Codep, an 
oxidation resistant coating. Airfoil B was vapor grit blasted, 
tumbled, and then coated with chemical vapor deposited (CVD) 
aluminide. Airfoil C was vapor grit blasted, tumbled, polished, 
coated with CVD aluminide, and finally polished again. These 
three surface finishes represent three different levels of manu
facturing effort. Airfoil C obviously required more work and 
time, but with the goal of producing a smoother finish with less 
drag and lower heat loads. While such manufactured surfaces 
are not expected to remain in new condition with airfoil exposed 
life, many airfoils or regions of airfoils do maintain lower sur
face roughness if they begin with lower roughness. 

Each of the three airfoils was characterized by two surface 
roughness methods. First, airfoil surface roughness measure
ments were made with a Perthometer S5P instrument, which 
scans and records user-selected surface parameters with a cone 
stylus. Two parameters were measured along spanwise lines at 
every 1.27 cm around the airfoil perimeters. Ra is the centerline 
average roughness, and Rz is the average peak-to-peak 
roughness. Values reported herein are averages of all readings 
for each airfoil. The processing of Airfoil A resulted in Ra of 
2.33 /xm with Rz of 14.23 /jm. The additional effort required 
for Airfoil B produced Ra of 1.03 /xm with Rz of 6.25 /xm. The 
most highly polished case of Airfoil C resulted in Ra of 0.81 
/xm with Rz of 5.09 /im. It should be noted here that Airfoil C 
had differing average roughness levels on the pressure and suc
tion sides with Ra of 0.94 and 0.67 pm, respectively, while 
Airfoils A and B had similar roughness levels over their entire 
surfaces. The second surface measurement method used was 
that of a vertically Scanning Interference Microscope (SIM). 
This noncontact optical method is further explained, with com
parison to stylus profilometry measurements, by Boudreau et 
al. (1995). Selected regions of the surfaces of all three airfoils 
were measured with SIM, resulting in Ra values of 2.98, 0.94, 
and 0.77 /xm, respectively, for Airfoils A, B, and C. These 
readings agree quite well considering the difference between 
regional mapping and selected line traces. In addition to these 
measurements, Fig. 3 shows surface micrographs for each airfoil 
produced by scanning electron microscope. The surface textures 
are evident, including the effects of coating and polishing, and 
provide added insight to the heat transfer results. 

After the airfoils were finished on the exterior surface, the 
interior of each airfoil was machined away by wire-Electro 
Discharge Machining (EDM), leaving a thin-wall airfoil of 
nominally 1.52 mm wall thickness. The wire-EDM process was 
adapted to produce a special keyhole groove pattern on the 
interior surface of the airfoils, as shown in Fig. 4. The grooves 
are formed such that the 0.508-mm-dia sheaths of the K-type 
thermocouples are slid into and captured within the grooves, 
with the cap-grounded junctions located at gas path midspan. 
The thermocouples are held in place in this manner, while the 
remaining operation of brazing the thermocouples into the air
foils is completed. To accommodate the cascade vertical motion 
involved in the transient testing, the stainless steel thermocouple 
sheathing was transferred to flexible Kapton sheathing via ther
mocouple splices located several centimeters away from the 
airfoil. Each airfoil also contains two film cooling cavities, one 
on each side as seen in Fig. 4, for future testing; but for the 
present tests these cavities are inactive with no film holes. The 
inside of each airfoil is sealed against convection or leakage 
flows. Each airfoil has 32 thermocouples with locations indi
cated in the results. 

524 / Vol. 120, JULY 1998 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Cast + Vapor Blasted 
+ Codep 

Cast + Vapor Blasted 
+ Tumbled 
+ CVD Aluminidc 

Cast + Vapor Blasted 
+ Tumbled 
+ Polished 
+ CVD Aluminide 
+ Polished 

Fig. 3 Surface micrographs from scanning electron microscope 

Transient Test Procedure. The present tests derive exter
nal airfoil heat transfer coefficients from the temperature-time 
histories of the recorded embedded thermocouples. A transient 
test is set up by establishing the desired flow rate, pressure ratio, 
pressure, and temperature levels through the dummy cascade. 
At time zero, a transient test is initiated by moving the elevator 
assembly containing both cascades downward, thereby shuttling 
the instrumented cascade into the flow. A pneumatic actuator 
provides assistance to gravity, to force the cascade motion 
within an interval of 0.1 seconds. This time scale is very small 
compared to the transient data period of 30 to 60 seconds. A 
high-speed data acquisition system records the temperature-

time histories of all thermocouples on the test article during 
a transient, while a low-speed system records the main flow 
conditions and airfoil pressures and temperatures before and 
after a transient. To convert local temperature data into local 
heat transfer coefficients, the lumped parameter approximation 
is used as 

r„,(steady state) - Tw(t) _at 

T„(steady state) - ^(initial) 

Fig. 4 Detail of thermocouple installation for instrumented airfoils along 
inside surface of airfoil near leading edge 

This equation represents a thin-walled section energy balance 
having negligible radiation and conduction losses, which in
clude the net lateral conduction within the wall and the conduc
tion through the thermocouple leads (Lander et al., 1972). The 
lumped parameter approximation is usually valid for small val
ues of the Biot number, defined as Bi = hfUkm, and based on 
the metallic airfoil thin wall thickness (/). Tw(steady state) 
corresponds to the local steady-state temperature of the metal 
wall at the end of the transient, T„{initial) is the local metal 
wall temperature at time zero, and T„(t) is the temperature data 
recorded for a thermocouple at time t. A curve-fitting routine 
is used to fit an exponential curve to the data, and determine 
the constant, a, for each thermocouple. As shown in the exam
ples of Fig. 5, the procedure fits the data quite well, with a 
unique constant determined for each location in each test. The 
exponential constant is then used to calculate the local heat 
transfer coefficient 

plcp 

Using the method of Kline and McClintock (1953) for single-
sample experimental uncertainties, including both measurement 
uncertainties of instrumentation and data standard deviations 
for the tests performed, the uncertainty in the heat transfer coef
ficients is estimated to be ±8 percent for typical test conditions. 
The mainstream flow rate uncertainty is about ± 1 percent. 

Experimental Heat Transfer Results 

Each of the three prepared airfoils was tested over a range 
of four Reynolds numbers, based on exit velocity and viscosity 
and axial chord length, from 6.8 X 105 to 2.3 X 106. In all 
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Fig. 5 Typical variation of wall temperature with time recorded during 
transient tests, and best exponential curve fit 

tests, the inlet free-stream turbulence intensity was 14 percent. 
The typical inlet total temperature was 310°C, while the inlet 
total pressure varied from 2.5 to 8.85 atm as the Reynolds 
number was changed. Figure 6 shows the distribution of local 
heat transfer coefficients for each of the three airfoils at the 
lowest Re of 6.8 X 105. The data shown here, and in subsequent 
similar plots, represent the averaged local results from multiple 
test runs under the same conditions. In some cases, as many as 
five separate test runs were made with a particular airfoil and 
Re, but in no case did the variation in results from any two 
individual tests exceed the estimated experimental uncertainty. 
Figure 6 indicates that there is virtually no difference in heat 
transfer anywhere on the airfoil for the three surface finishes. 
This combination of low Re with a maximum Ra surface 
roughness of 2.33 /jm maintains a hydrodynamically smooth 
surface condition, though with an elevated inlet turbulence 
level. The location of suction side transition is the same for 
each airfoil, just after the inactive film cavity, and corresponds 
to a local Reynolds number of about 4.5 X 105. Figure 7 shows 
the averaged heat transfer results for a Re of 1.2 X 106. Here 
a difference is seen in the distributions, particularly for the 
suction side. Transition appears to be somewhat earlier for the 
rougher Airfoils A and B, with a definite increase in heat transfer 
aft of transition between Airfoils A and C. The pressure side and 
leading edge regions show no discernible effect of roughness at 
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Fig. 6 Comparison of average heat transfer coefficient distributions 
measured with the transient technique for airfoils A, B, and C having 
various levels of surface roughness at a nominal flow rate of 0.906 kg/ 
s(Re = 6.8x 105) 
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Fig. 7 Comparison of average heat transfer coefficient distributions 
measured with the transient technique for airfoils A, B, and C having 
various levels of surface roughness at a nominal flow rate of 1.812 kg/ 
s (Re = 1.2 x 10°) 

this Re. Also evident in this figure is that two thermocouples 
near the end of the suction side of the airfoil are indicating 
improperly, probably due to incomplete brazing. Figure 8 shows 
the averaged heat transfer results at Re of 1.7 X 106. The 
suction side transition location has moved forward for all three 
airfoils here, with the roughest airfoil beginning first. The dis
tinction between the roughness levels is clearer now. Consider
ing the results of both Figs. 7 and 8, and the multiple tests 
involved, the pressure side heat transfer is showing a slight 
increase with the elevated roughness of Airfoil A. The results 
at the highest Re of 2.3 X 106 are shown in Fig. 9. At this Re, 
all three airfoils show the effect of very early suction side 
transition, with a clear progression in heat transfer coefficient 
magnitude as roughness increases from Airfoil C to Airfoil A. 
This progression is also noted on the pressure side distribution, 
with the larger portion attributed to the change from Ra of 1.03 
to 2.33 fj,m. 

To compare these airfoil results on the basis of overall heat 
loading, the individual local heat transfer coefficient distribu
tions for each airfoil and Re were integrated to obtain the area 
under each distribution. The inactive regions spanning the film 
cavities were connected by straight lines between the data 
points. Figure 10 shows the integrated heat loads as a function 
of exit Reynolds number, with least-squares fits drawn for each 
airfoil. The integrated heat loads show the progression from no 
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Fig. 8 Comparison of average heat transfer coefficient distributions 
measured with the transient technique for airfoils A, B, and C having 
various levels of surface roughness at a nominal flow rate of 2.718 kg/ 
s(Re = 1.7 x 10") 
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Fig. 9 Comparison of average heat transfer coefficient distributions 
measured with the transient technique for airfoils A, B, and C having 
various levels of surface roughness at a nominal flow rate of 3.624 kg/ 
s (Re = 2.3 x 106) 

differences at low Re, to a maximum increase of about 15 
percent at the highest Re. Most of the increases at higher Re 
occur between Airfoils A and B, due to the tumbling process 
and the CVD aluminide coating. Very small but consistent in
creases are shown between Airfoils B and C, due to the extra 
polishing steps involved. On the basis of heat load alone, these 
results would indicate that the added polishing steps, which 
represent time and cost, add relatively little benefit. On the other 
hand, major processing steps such as tumbling serve to reduce 
the heat loads for certain ranges of operating conditions. 

Data Analysis 

Rough Surface Friction and Heat Transfer Analogy. 
The local smooth and rough plate friction coefficients were 
predicted from the following two equations presented by 
Schlichting (1968) for turbulent boundary layers. The smooth 
plate, zero-pressure gradient turbulent boundary layer flow, skin 
friction factor is given by 

Cfsi 
(2)(0.0296) 

Re?'2 

This equation is valid for local Reynolds numbers larger than 
100,000. To calculate the local friction coefficients for rough 
surfaces, the following expression can be used: 
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Fig. 10 Comparison of integrated heat transfer coefficients measured 
along the three airfoils investigated having three distinct levels of surface 
roughness 

cfrx = 2.87 + 1.58 log 
K 

In this equation ks is the equivalent sand roughness. The 
classical Reynolds analogy relating the friction factor to the 
local heat transfer cannot be directly applied to rough surfaces. 
Based on experimental investigations Dipprey and Sabersky 
(1963) proposed the following expression to relate the heat 
transfer to friction factors for rough surfaces under zero-pres
sure gradient conditions, 

Nu„ 
0.5 Cfrx Re* Pr 

1 + V0.5c/„/3(Refa, Pr) 

where 

Refa = 
V*ks 

Dipprey and Sabersky reported that 

P(Reks, Pr) = 5.19 Ret2 Pr044 - 8.5 

This correlation is based on their experimental results with sand 
grain roughness and was found to be valid in the completely 
rough regime of Re^ > 70, and the friction velocity was ex
pressed as 

y * = 

where v is the local velocity. 

Aero Efficiency Calculations for Test Conditions. The 
data analysis to calculate local friction factors and aero effi
ciency based on the experimentally measured local heat transfer 
coefficients for the rough surface airfoils followed a procedure 
described below: 

1 The experimental data recorded and used for each specific 
test included the centerline average (CLA) surface roughness, 
the flow rate, the cascade inlet total pressure and temperature 
(P„, T0), and the measured local heat transfer coefficients. 

2 With the cascade inlet total pressure and temperature, the 
density was calculated by the perfect gas equation of state. 

3 The local Mach number distributions for each thermocou
ple location along the pressure and suction side of the airfoil 
were calculated from the measured static pressure distributions, 
which were reported above, by using the isentropic equations. 

4 The air properties (viscosity, thermal conductivity, spe
cific heat, Prandtl number, and specific heat ratio) were calcu
lated as a function of the local temperatures by using a series 
of curve fits to the values obtained from air property tables. 

5 The local static pressure, temperature, density, sonic ve
locity, and velocity were calculated at every thermocouple loca
tion by using the isentropic equations. With the local flow prop
erties, distance from the leading edge, and air viscosity at the 
local static temperature, the local Reynolds numbers were calcu
lated for each thermocouple location along the suction and pres
sure sides of the airfoil: 

Re.v = pvx 

6 Given the locally measured heat transfer coefficient data 
from the transient tests conducted at various flow rates and three 
airfoils with different surface roughness levels, the local Nusselt 
numbers (based on x) were calculated using the local thermal 
conductivity of air. 

7 Next the local friction coefficients were calculated from 
the rough surface Nusselt number versus friction coefficient 
correlation presented above (Dipprey and Sabersky, 1963). 
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Table 1 Summary of results for efficiency calculations (tests at 3.68 kg/ 
s, Re = 2.3 x 10") 

Case 1. k, = CLA Roughness  
Surface 
Roughness 

0.81 micrometer 0.99886 
1.03 micrometer 0.99876 
2.33 micrometer 0.99862 

0.99368 
0.99333 
0.99219 

0.99254 
0.99209 
0.99081 

DLoss rorm 0.81 
micrometer * 100 

-0.045 
-0.173 

Case 2. It, - 6.2 "CLA Roughness 
Pressure Side Surface 

Roughness 

0.81 micrometer 0.99876 
1.03 micrometer 0.99864 
2.33 micrometer 0.99844 

0.99321 
0.99273 
0.99121 

0.99197 
0.99137 
0.98965 

DLoss form 0.81 
micrometer * 100 

-0.060 
-0.232 

Case3. k, = 10*CLA Roughness 
Pressure Side Surface 

Roughness 

0.81 micrometer 0.99873 
1.03 micrometer 0.99859 
2.33 micrometer 0.99837 

0.99304 
0.99253 
0.99087 

0.99177 
0.99112 
0.98924 

DLoss form 0.81 
micrometer * 100 

-0.065 
-0353 

Note that in these equations ks is the equivalent sand 
roughness and the roughness values quoted for each one of the 
three airfoils of 0.81, 1.03, and 2.33 p,m are the centerline 
average values measured with a profilometer. In the following 
calculations we assumed that ks = constant * CLAroughness. 
Since the value of the constant is not known, its value was 
taken to be 1, 6.2, and 10 to investigate its effect in a parametric 
way. The calculated local friction coefficients were then com
pared with the smooth surface friction coefficients. If the rough 
surface friction factor was locally less than the smooth one 
(because of the low values of the local Reynolds numbers near 
the leading edge), the local friction factor was set equal to the 
smooth plate friction factor. 

8 Based on the local friction coefficients, the local drag 
force was calculated for each thermocouple location: 

_ PV2 A 
t D ~ Cfrx ~~Z~ A t 

In this equation, Ax is the airfoil surface area at the thermocouple 
location. In calculating this area the interdistance between con
secutive thermocouples were taken into account, as well as the 
height of the airfoil, which was changing from the leading edge 
to the trailing edge along the suction and pressure sides of the 
airfoil. This approach neglects the end wall effects and the 
presence of any secondary flows, since the measurements re
ported were taken at the pitch line of the airfoil where these 
effects can be considered to be small. 

9 With the calculated local drag forces, the efficiency loss 
was calculated by using the following expression, 

[N 2 (FDlu,)} 

• 7 = 1 - ^ 7 ! 

In this equation, N is the number of vanes, M is the total mass 
flow rate, uEldt is the vane exit velocity, and N0 is the number 
of surface regions corresponding to each thermocouple location. 

Typical examples of the calculations are given in Tables 1 -
4 for the four flow rates (exit Reynolds numbers) and for the 
three specific surface roughness levels investigated. Figure 11 
is a plot of the loss in aero efficiency over the 0.81 /xm surface 
for the two rougher surfaces investigated, as a function of the 
constant relating the sand grain roughness to the measured rep
resentative centerline average surface roughness, for the highest 
flow Reynolds number of 2.3 X 106 investigated. The aero 
efficiency loss increases with the constant as one changes it 
from 1 to 6.2. The increase of the aero loss appears to level off 
when the constant is increased from 6.2 to 10. The aero loss 

Table 2 Summary of results for efficiency calculations (tests at 2.75 kg / 
s, Re = 1.7 x 106j 

Case 1. k8 = CLA Roughness  
Surface Pressure Side Suction S 
Roughness 

0.81 micrometer 0.999066 0.99486 
1.03 micrometer 0.999008 0.99444 
2.33 micrometer 0.998952 0.99393 

0.99393 
0.99345 
0.99288 

DLoss form 0.81 
micrometer * 100 

-0.048 
-0.105 

Case 2. k, = 10»CLA Roughness 
Surface Pressure Side Suction S 
Roughness 

0.81 micrometer 0.998958 0.99433 
1.03 micrometer 0.998872 0.99375 
2.33 micrometer 0.998776 0.99293 

0.99329 
0.99262 
0.99170 

DLoss form 0.81 
micrometer * 100 

-0.067 
-0.159 

Table 3 Summary of results for efficiency calculations (tests at 1.86 kg/ 
s, Re = 1.2 x 106) 

Case 1. ks = CLA Roughness 
Surface Pressure Side Suction S 
Roughness 

0.81 micrometer 0.999349 0.99626 
1.03 micrometer 0.999330 0.99588 
2.33 micrometer 0.999267 0.99556 

0.99561 
0.99521 
0.99483 

DLoss rorm 0.81 
micrometer * 100 

•0.040 
•0.078 

Case 2. k8 = 10*CLA Roughness 
Pressure Side Surface 

Roughness 

0.81 micrometer 0.999280 
1.03 micrometer 0.999248 
2.33 micrometer 0.999153 

0.99589 
0.99539 
0.99486 

0.99517 
0.99464 
0.99401 

DLoss form 0.81 
micrometer * 100 

0 
•0.053 
-0.116 

Table 4 Summary of results for efficiency calculations (tests at 0.94 kg/ 
s, Re = 6.8 x 10s) 

Case 1. k, = CLA Roughness 
Surface 
Roughness 

0.81 micrometer 
1.03 micrometer 
2.33 micrometer 

Pressure Side 

0.999659 
0.999654 
0.998638 

Suction Side 

0.99771 
0.99760 
0.99755 

I III 

DLoss form 0.81 
micrometer * 100 

0 
-0.012 
-0.018 

Case 2. ks =10* CLA Roughness 
Surface 
Roughness 

0.S1 micrometer 
1.03 micrometer 
2.33 micrometer 

Pressure Side 

0.999627 
0.999616 
0.999590 

Suction Side 

0.99749 
0.99733 
0.99721 

Overall 

0.99712 
0.99695 
0.99680 

DLoss form 0.81 
micrometer * 100 

0 
-0.017 
-0.032 

2 4 6 8 10 
Constant Relating k to Ra Roughness 

Fig. 11 Plot of the aero efficiency loss over the smooth surface as a 
function of the constant relating the centerline average to the equivalent 
sand grain roughness for Re = 2.3 x 10e 

also increases with the level of the surface finish measured 
(the centerline average roughness). Figure 12 presents a similar 
curve for the aero loss as a function of the constant for the 
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Constant Relating kB to Ra Roughness 

Fig. 12 Plot of the aero efficiency loss over the smooth surface as a 
function of the constant relating the centerline average to the equivalent 
sand grain roughness for the roughest surface investigated (2.33 /un) 

roughest surface investigated while in this figure the flow Reyn
olds numbers were used as parameters. 

Summary and Conclusions 
The present work tried to quantify the heat transfer and aero 

performance of three cast airfoils with varying degrees of sur
face finish treatments. The linear airfoils with different degrees 
of surface finish were used to measure the heat transfer coeffi
cient distributions as a function of flow Reynolds numbers. 
The measured heat transfer coefficients were used with a rough 
surface Reynolds analogy to calculate the local skin friction 
coefficients, the drag forces, and the aero efficiencies. The re
sults showed that: (1) Tumbling and polishing reduces the aver
age roughness and improves performance, (2) the biggest dif
ference is observed between 2.33 and 1.03 fim surface finish, 
which is due to tumbling, (3) a smaller difference is observed 
between 1.03 and 0.81 fxm surface roughness, which is obtained 
by hand polishing, (4) a better measure of centerline average 
roughness is needed to relate skin friction and heat transfer 
coefficients for rough surfaces, accurate methods should be de
veloped to relate the equivalent sand grain roughness to the 
representative measurement of the surface finish, (5) in the aero 
and thermal efficiency calculations the use of a unified approach 
based on a rough surface Reynolds analogy formulation seems 
logical. 
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Effects of Rotation on Blade 
Surface Heat Transfer: An 
Experimental Investigation 
Measurements of turbine blade surface heat transfer in a transient rotor facility are 
compared with predictions and equivalent cascade data. The rotating measurements 
involved both forward and reverse rotation (wake-free) experiments. The use of thin-
film gages in the Oxford Rotor Facility provides both time-mean heat transfer levels 
and the unsteady time history. The time-mean level is not significantly affected by 
turbulence in the wake; this contrasts with the cascade response to free-stream 
turbulence and simulated wake passing. Heat transfer predictions show the extent to 
which such phenomena are successfully modeled by a time-steady code. The accurate 
prediction of transition is seen to be crucial if useful predictions are to be obtained. 

Introduction 
The design and development of blade cooling systems is a 

complex process that is both highly important, since it affects 
blade life and efficiency, and expensive, because considerable 
development testing may be required to confirm the accuracy 
of temperature predictions. One of the largest sources of uncer
tainty is the prediction of aerofoil external heat transfer rates, 
and this has led to research into all aspects of boundary layer 
behavior. 

External heat transfer research started over 30 years ago with 
flat plate and cascade experiments and has since progressed to 
fully rotating facilities that attempt to reproduce all the unsteady 
and secondary flow phenomena that would occur in an engine. 

Guenette et al. (1989) used an argon/freon mixture to simu
late typical combustor gas specific heat ratios in a blowdown 
rotor facility at MIT. They found that both unsteady and time-
mean heat transfer were similar to that in a cascade with simu
lated wake passing and, using a two-dimensional prediction, 
achieved a good prediction of Nusselt number at midheight. 
More recently (Abhari et al., 1992) data from this experiment 
have been compared with unsteady CFD predictions; the time-
mean of the unsteady prediction was found to be very similar 
to results from a time-steady code. The MIT facility has also 
been used to measure heat transfer to film-cooled rotor blades 
(Garg and Abhari, 1996). 

Dunn et al. (1989) used a shock tube to supply air to a 
turbine instrumented with thin film gage inserts. They found 
large heat flux fluctuations on both pressure and suction sur
faces; on the suction surface unsteady transition appeared to 
occur under the NGV wake. 

Hilditch et al. (1994) have developed a large rotating turbine 
facility that produces engine-representative Mach and Reynolds 
and uses a turbobrake to maintain an essentially constant speed 
during a run time of 0.4 second. This facility with its relatively 
long run-time is capable of taking highly accurate heat transfer 
measurements on the rotor. 

Blair (1994) used a low-speed 1^-stage rotating facility to 
measure the time-mean heat transfer around a rotor blade and 
investigate the influence of surface roughness, incidence, and 
Reynolds number. 

Research at Oxford over the last fifteen years has concen
trated on understanding unsteady physical phenomena and as-
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sessing their importance. The current aerofoil profile was cas
cade tested by Nicholson et al. (1984). Further cascade testing 
(Doorly, 1984; Doorly and Oldfield, 1985; Doorly et al., 1989) 
simulated wake and shock wave passing and showed that this 
led both to a characteristic AC shock signature, that could be 
predicted, and to boundary layer transition. The facility was 
subsequently converted to a rotating turbine, which used the 
same aerofoil geometry (Dietz and Ainsworth, 1992) and has 
since generated a large amount of fast-response heat transfer 
and pressure data. Midheight unsteady heat transfer and pressure 
data have been compared by Moss et al. (1995) and the pressure 
data are described by Moss et al. (1997). 

Following heat transfer and pressure measurements in the 
normal, ' 'forward'' direction of rotation, the facility was rebuilt 
to allow rotor testing without any nozzle guide vanes by rotating 
in the "reverse" direction (Garside et al., 1994). This achieved 
similar blade-relative conditions to the forward rotation case 
while providing a very smooth wake-free and shock-free flow 
over the blades. 

Instrumentation 
The Oxford Rotor is mounted in a transient turbine test facil

ity based on an isentropic light piston tunnel (Ainsworth et al , 
1988). The turbine is a transonic shroudless design of 0.5 m 
tip diameter with a NGV to blade spacing of 0.346 NGV axial 
chords. Engine representative Mach and Reynolds numbers are 
achieved at the nominal design point (Table 1). Prior to a run 
it is accelerated to 6000 rpm, in vacuum, by an air motor. 
Compressed air drives a free-sliding piston down the pump tube 
(Fig. 1), compressing the charge of air in front of it until a 
suitable pressure and temperature have been reached; a fast-
acting annular valve then opens and the air passes through the 
turbine for 200 ms. The turbine accelerates rapidly to 9500 rpm 
and the instrumentation system is triggered as it passes through 
the design condition. The annulus and aerofoil profiles are 
shown in Fig. 2; there are 36 vanes and 60 blades. 

Rotor instrumentation consists of thin-film heat transfer gages 
(Ainsworth et al , 1989; Hilditch and Ainsworth, 1990; Moss 
and Ainsworth, 1993) with a 100 kHz response together with 
subminiature Kulite pressure transducers (Ainsworth et al , 
1990; Moss et al., 1997). The heat transfer gages are made by 
coating the steel blades with an insulating enamel layer, and 
then painting the gages onto the enamel. This process results 
in a very smooth blade surface with no roughness or thermal 
discontinuity at the gage positions. The heat transfer data de
scribed in this paper have been produced by a total of 66 thin-
film gages located on five blade sections at nominal spanwise 
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Table 1 Comparison of typical experimental and prediction conditions 

for the rotor aerofoil 

c „ ( m m ) W . Re». P,„, Mn,.i 

"Design Point" 1.138 1.554x10' 42.75 0.959 
Forwards rotation (Allan, 1990) 24.35 1.087 1,402x10' 40.64 0.9057 
Reverse rotation (Garside, 1995) 24.35 1.11 1.339x10' 44.5 0.77 
Cascade (Nicholson et al, 1984) 33.69 1.5 1.554x10' 42.75 0.931 
Cascade (Doorly and Oldfield 1985) 51,9 1.5 1.554x10' 42.75 0.96 
Forwards CFDS (Slater, 1993) 24.35 1.118 1.554X10' 41,05 0.903 
Reverse CFDS (Garside, 1995) 24.35 1.1667 1.554x10' 43.73 0.855 

positions of 5, 10, 50, 90, and 95 percent. A 12 channel slip 
ring transfers the signals to a 12-bit, 200 kHz A-D system that 
records these high-frequency signals for 17 ms, during which 
approximately 90 wake passing cycles occur; annulus wall pres
sure tappings and stage inlet parameters, used for the definition 
of the tunnel operating conditions, are recorded by a slower 
435 Hz system throughout the test. The data are subsequently 
processed on a PC using software running under Matlab. 

Data Processing 

The Oxford rotor facility, in common with most isentropic 
light piston tunnels, exhibits piston oscillations: the piston and 
the air on either side of it constitute a mass and spring system 
and the piston velocity oscillates about some mean level. This 
induces pressure oscillations in the flow entering the turbine, 
Fig. 3(a) . The flow temperature also varies since it is related 
isentropically to the pressure. 

The stage overall pressure ratio, and hence blade exit Mach 
number, is set by an adjustable "second throat" just down
stream of the rotor. In theory, if the filling volume upstream of 
this throat was negligible, the static pressure at the rotor exit 
plane would vary in phase with the stage inlet pressure; the 
pressure ratio across the stage (and hence Mach numbers 
throughout the turbine) would only be a function of NhT. In 
practice, slight Mach number variations are seen, Fig. 3(b), 
due both to the piston oscillations producing periodic variations 
in NHT and to the finite volume upstream of the second throat. 
These Mach number variations are not important with regard 
to the data presented here, which are averaged over a period of 
17 ms, during which the Mach number is both approximately 
constant and repeatable from run to run. Variations in Reynolds 
number corresponding to the fluctuating inlet temperature and 
pressure are also seen, Fig. 3(c). It should be noted that the 
piston oscillations are at a very low frequency (20 Hz) com
pared to the flow disturbances produced by wake passing (5 
kHz); the blade surface instrumentation has a frequency re
sponse in excess of 100 kHz and the presence of 20 Hz oscilla
tions introduces no experimental difficulties whatsoever in the 
determination of Nusselt or Mach numbers. 

The largest manifestation of piston oscillation is its effect 
on blade surface heat flux. The isentropic flow temperature 
fluctuations are significant relative to the time-mean gas-to-wall 
temperature difference, and this causes large fluctuations, of 
order ±30 percent, in the measured heat flux, Fig. 3(d). 

Heat flux levels are of little direct value, not only because 
of these oscillations but because the gas-to-wall temperature 
difference varies slightly from run to run and is in any case 
different to levels used in previous cascade tests. The data must 
therefore be nondimensionalized by converting to Nusselt num-
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of theA.G.V ' - - ^ ! \ / ,-

JHZ-Tft 

Nozzle guide vane 
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Dump t*ank 

Reservoir " ) / 
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Shaft 

/ Air motor 

Annular gate vatvelA.G.V.I 

Fig. 1 Layout of the Oxford rotor transient turbine facility 

Fig. 2 Annulus cross section and aerofoil profiles (forward rotation 

tests) 

ber. This removes the dependence on temperature difference as 
shown in Fig. 3(e) and one is left only with small random 
fluctuations due to noise and aliasing: The Nusselt number 
fluctuations between t = 0.06 and 0.18 seconds show an rms/ 
mean level of only 4 percent. 

The scaling process by which heat flux is converted to Nusselt 
number, and allowance is made for Reynolds number and gas-
to-wall temperature ratio, is as follows. The heat flux traces are 
first scaled to correct for any differences between the actual 
and the design Reynolds number (1.554 X 106), assuming that 
the boundary layer is turbulent: 

Odes = q 

1.554 x 10e 

Re 

6\0.8 

The heat flux is then converted to Nusselt number: 

d 

k 
Nu = ffdes 

AT 

d is axial chord, air conductivity k is evaluated at the relative 
total gas temperature, and Reynolds number is based on the 
stage exit conditions: 

AT = Tre ~ (Tamb + Arw A7,) f windage ' 

where Tamb is the ambient temperature (i.e., blade temperature 
prior to spinning the rotor). Arwindage is the blade temperature 
rise due to windage as the rotor is accelerated, in the near 

N o m e n c l a t u r e 

Cax = blade axial chord 
/ = frequency, Hz 

Hade = axial variation in radius of inner 
or outer casing, i.e., annulus 
shape; "unhaded" cascade holds 
aerofoils between parallel walls 

M = Mach number 
NGV = nozzle guide vane 

S = overall perimeter on each surface 
Tg = gas temperature 

Tw = wall (blade surface) temperature 
x = axial distance from leading edge 

X = perimeter from stagnation point to 
transducer 

Journal of Turbomachinery JULY 1998, Vol. 120 / 531 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



x 10 5 
10 

O 

0.05 0.1 0.15 0.2 

1 (b) 

~ 0.5 

0 
0 
xl06 

2 

• 1.5 

O 

• 0.5 

0 
0 

0 
0 

6 

~ 4  

2 

(c) 

i i i 

0.05 0.1 0.15 0.2 

x 10 * 

(d) 

0.05 0.1 0.15 0.2 

! i i 

0.05 0.1 0.15 0.2 

2OOO 

• 1500 (e) 

= 1000 

500 Z 

0 
0 

i i I 

0.05 0.1 0.15 
Time (seconds) 

0.2 

Fig. 3 Time history of (a) stage inlet total pressure, (b) Reynolds num- 
ber, based on blade-relative exit conditions, (c) blade relative exit Mach 
number, (d) typical heat flux gage signal, (e) Nusselt number corre- 
sponding to (d) 

vacuum, prior to firing the tunnel (2K, measured during tunnel 
commissioning). ATq  is the time history of the blade surface 
temperature rise; it is derived from the gage signal and is typi- 
cally 7.5 K during the design condition period for a gage with 
Nu = 1000. 

The recovery temperature is obtained from the relative total 
gas temperature and the Mach number at each gage location 
assuming a typical (mean of laminar and turbulent) recovery 
factor of 0.86. All calculations use the instantaneous (as op- 

posed to time-mean) values of Re and AT corresponding to 
each measured 4 value. The Reynolds number correction is 
small (of order 8 percent) so the correctness of the assumption 
that the boundary layer is turbulent does not significantly affect 
the conclusions to be drawn from the comparisons that follow. 

This "actual" Nusselt number is then scaled slightly to show 
the level that would be expected if the test had run exactly at 
the facility nominal design point relative temperature ratio of 
1.138 using the relationship from Fitt et al. (1986): Nu = 
Nui (Tw/Tg) -°25 where the subscript i denotes constant proper- 
ties, i.e., 

. ,  t / TgrJ  Tw ,~-o.25 Nu,.138 ....... 
\ 1 . 1 3 8 ]  

~xT is typically of order 25K and this makes the measured 
Nusselt numbers very dependent on the accuracy with which 
both the gas and blade temperatures can be measured. The 
validity of the prediction of the &T time history used in the 
conversion from heat flux to Nusselt number may be checked 
by examining the Nusselt number history throughout the test. 
Figure 3 (e) shows that, as expected, the Nusselt number trace 
is essentially "flat" and this confirms the accuracy of the total 
temperature measurement. The piston oscillations are actually 
beneficial in that they enable the quality of the data to be as- 
sessed in this manner. 

The time history of Nusselt number from each gage is finally 
converted to a time-mean Nusselt number based on the values 
over a 17 ms period during which the turbine passes through 
its design condition. Figures 4 and 5 show the run to run varia- 
tion in this time mean value, at each gage location, for the 
forward and reverse rotation experiments, respectively: This 
shows the reliability of the data and indicates the number of 
runs (and hence confidence in interpretation) for the data at 
each point. A line has been drawn through the run-to-run mean 
value at each gage location and this line will be used for all 
subsequent comparisons. (Values of Mach and Reynolds num- 
ber quoted in Table 1 are also mean levels over this period.) 

The standard deviation cr of the forward rotation data for 
those positions that have two or more gages is, on average, 
given by a / #  = 0.095 where/.z is the mean level at each posi- 
tion. Typically one has approximately 3 points per gage and 
this gives limits of ±0.11z for an 80 percent confidence limit 
on the mean value. To this must be added any systematic errors 
from, for instance; gage calibration. It is estimated that the gage 
calibration is accurate to ± 1 percent and that the thermocouple 
measures the stage inlet temperature to ± 1K, which is equiva- 
lent, at the forward rotation gas-to-wall temperature ratio, to a 
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Fig. 4 Run to run Nusselt number scatter in forward rotation tests 
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±4 percent uncertainty in Tg - T„. The effective systematic 
uncertainty in Nusselt number is therefore estimated as ±5 
percent and one could thus define the absolute Nusselt number 
accuracy as being ±15 percent for the average of three data 
points. (For the reverse rotation data a/fi = 0.084 and there 
are more data points for each gage, so the confidence limits are 
slightly smaller.) Note that this predicts the accuracy of the 
mean at each gage position: It does not imply that one expects 
all the data points to be within 10 percent of their mean value 
and, indeed, one can see data in Figs. 4 and 5 where the spread 
of values approaches ±20 percent. An "overall mean" value 
of cr/fj, has been used above because there is no reason to 
believe, on the basis of a limited number of data points, that 
some gages exhibit greater random uncertainty than others. 
Some of the peaks and troughs in the mean Nusselt number 
lines in these two figures will be due to errors in this ±15 
percent range; only features larger than this can safely be con
sidered to be genuine. 

Reverse rotation and cascade Nusselt number data presented 
in this paper have previously appeared in Garside et al. (1994); 
the absolute levels shown here differ slightly from the 1994 
values as a result of the scaling described above, which should 
allow more meaningful comparisons to be made. 

CFD Prediction Methods 
The Rolls-Royce CFDS three-dimensional steady viscous 

code (based on the Moore Elliptic Flow Program "MEFP," 
Moore, 1989) was run by Slater (1993, forward rotation) and 
Garside (1995, reverse rotation) for this turbine geometry. 
CFDS is a three-dimensional viscous flow solver using a finite 
volume pressure prediction/correction algorithm and is de
signed specifically for the solution of turbomachinery flows. It 
provides a time-steady calculation (as opposed to unsteady, e.g., 
Unsflo), which is performed in a single frame of reference, i.e., 
one blade row at a time. It derives turbulent viscosity using 
either of two turbulence models depending on the distance from 
the wall: close to the wall the Prandtl-van Driest mixing length 
model is used, while farther out it uses the Baldwin and Lomax 
(1978) turbulence model. 

Slater used a 88 X 43 X 35 (132440 node) grid for the blade 
prediction. Garside used a 107 X 41 X 36 grid resolution; the 
calculation is described in Garside et al. (1994). In each case 
the final calculation was preceded by calculations using a 
coarser grid to gain experience regarding convergence and in
vestigate possible grid resolution effects; Slater tried a coarse 
grid of 58 X 29 X 27 and found that the progression to the fine 
grid produced a reduction in predicted Nusselt numbers of order 
10 percent. There is no proof that the final grid was fine enough 

to avoid any further grid dependency; in each case the fine grid 
was the finest possible with the memory available. The fine grid 
near-wall points were at 0.006 mm from the surface and were 
chosen to be within the estimated thickness of the laminar 
sublayer around the leading edge. The maximum grid expansion 
factor was two. 

The input flow parameters used by CFDS include the radial 
distributions of relative stagnation pressure, temperature, inlet 
velocity, and inlet static pressure together with an exit static 
pressure at one point. 

The forward rotation prediction used input conditions derived 
from NGV exit traverses on an annular, continuous flow facility; 
this used the present turbine components with the rotor re
moved. These input conditions were modeled in an input gener
ator program using an axisymmetric streamline curvature pre
diction to ensure that CFDS used a combination of pressure, 
angle, and velocity distributions compatible with the overall 
stage mass flow. Probe blockage effects in the continuous flow 
facility meant that traversing close to the endwalls was not 
possible. Subsequent CFDS predictions for the NGV row sug
gest that there was approximately 6 deg of overturning close to 
the inner endwall: In this region, extrapolation of the traverses 
on which rotor prediction was based had implied 5 deg of 
underturning relative to the flow angle at 10 percent span. This 
uncertainty over the boundary layer swirl means that the results 
from this prediction should only be considered valid for blade 
sections at more than 10 percent span. Predictions in the root 
region will not be presented here. 

The reverse rotation input conditions did not include a bound
ary layer on the annulus walls upstream of the grid input plane 
at 70 percent blade axial chord from the leading edge. The 
flow upstream of this plane is accelerating toward the annular 
contraction where the nozzle guide vanes would traditionally 
be situated so the endwall boundary layer here is likely to be 
thin and have little effect on secondary flow within the rotor 
passage. 

Garside (1995) measured a turbulence intensity of 1.5 per
cent in the parallel inlet annulus (extreme left-hand side of 
Fig. 2) and estimated that the annulus contraction as the flow 
approached the rotor in his reverse rotation case would reduce 
this to 0.5 percent Tu in the absolute frame of reference. The 
equivalent in the blade-relative frame would be of order 0.4 
percent. The pump tube and annular gate valve assembly is the 
same for both forward and reverse rotation tests so the 1.5 
percent level would also exist in the forward rotation case; the 
acceleration through the nozzle guide vanes would, as in the 
reverse rotation case, reduce this free-stream intensity to much 
less than 1 percent. A further estimate of rotor inlet turbulence 
can be obtained from unsteady velocity data measured by a hot
wire anemometer mounted on a blade leading edge (Sheldrake 
and Ainsworth, 1995). Figure 6(a) shows the power spectral 
density (\/(M)2)(d(M')2/df) of the blade-relative Mach 
number. The wake passing frequency, 5 kHz, and its harmonics 
can be clearly seen as peaks; these components are effectively 
the Fourier transform of the periodic component of the vane 
exit flowfield. The remaining points in the spectral density are 
produced by random unsteadiness in the flow. Summing the area 
under the spectral density, with the wake-passing harmonics 
removed, produces the cumulative energy distribution shown 
in Fig. 6(b). This distribution must have three components: 
turbulence in the free stream, turbulence in the NGV wakes, 
and nonperiodic flow features, such as shock waves, that have 
slightly different positions from passage to passage. (Shock 
waves can in fact be clearly seen in the Mach number traces 
for some passages.) The cumulative energy should therefore be 
considered very much as an upper limit for the turbulent energy 
in the flow. 

The wake passing harmonics dominate the spectrum at fre
quencies up to 17 kHz. Taking the sum of the nonharmonic 
spectral density terms above this limit gives a fractional un-
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Fig. 6 (a) Power spectral density of velocity unsteadiness in relative 
frame at blade leading edge, (b) cumulative energy, excluding wake-
passing harmonics, of unsteady intensity 

steadiness of 4.5 percent. The mean velocity measured by the 
wire is 130 m/s so this 17 kHz limit corresponds to a wavelength 
of 7.6 mm, i.e., roughly half the NGV throat width of 15 mm. 
One can therefore conclude that the root-mean-square turbu
lence intensity averaged over a wake passing period must be 
less than 4.5 percent. Single-sensor measurements in a flowfield 
of this nature cannot distinguish turbulence from shock waves, 
but it is nevertheless interesting to define an upper limit in this 
manner. 

The CFDS predictions were performed prior to the hot wire 
test and various data sets were used with blade inlet turbulence 
intensities of 0.5, 1, and 2 percent. This was done to investigate 
the effects of differing turbulent viscosities, over a useful range, 
rather than an attempt to model a particular experimental flow-
field. These various turbulence intensities made little difference 
to the predictions; differences were, however, seen as a result of 
specifying alternative blade surface intermittency distributions. 

The state of the blade surface boundary layers had to be 
specified explicitly because CFDS cannot at present predict 
transition; this was done by specifying an chordwise distribution 
of intermittency. The forward rotation calculation was run both 
with a fully turbulent intermittency distribution and with a suc
tion surface intermittency chosen to match the intermittency 
inferred from Nicholson's fast-response heat flux measurements 
(labeled as "laminar" in figures here). This prediction should 
therefore appear similar to the "0.2 percent Tu" line in Fig. 7. 

The reverse rotation predictions included four different com
binations of intermittency and free-stream turbulence in an at
tempt to study the sensitivity to input parameters and to identify 
a boundary layer state that would closely match the experimen
tal data. In three of these cases the boundary layers were defined 
as being fully turbulent over the whole surface, with turbulence 
intensities of 0.5, 1, and 2 percent, respectively (in each case, 
the fractional turbulence intensity was assumed constant 
throughout the grid). The fourth case used an intermittency 
distribution predicted by a two-dimensional boundary layer 
code (Forest, 1978), which was turbulent over the pressure 
surface, and on the suction surface rose from 0 at the leading 
edge to 0.096 at the trailing edge. The suction surface distribu
tion may be empirically correlated using the formula a = 
0.201(X/S)3 - 0.14(X/S)2 + O ^ O e x / S - 0.0004. This 
"transitional boundary layer" case used a free-stream turbu
lence intensity of 1 percent. 

The CFDS prediction using this intermittency agreed well 
with the two-dimensional code (Garside, 1995) and this sug
gests that the MEFP grid had sufficient resolution to produce 
accurate heat transfer predictions under these conditions. 

0.2% Tu 

-100 -80 -60 -40 -20 0 20 40 60 80 100 
Pressure surface Suction surface (%X/S) 

Fig. 7 Midheight forward rotation versus Nicholson's 34 mm chord cas
cade data 

Experimental Data 

Forward Rotation Versus Cascade Tests. Figure 7 com
pares the forward rotation time-mean Nusselt number line with 
Nicholson's cascade data. This cascade test used a parallel bar 
grid to generate the higher (4 percent) turbulence intensity but 
was, apart from this, a steady flow test (albeit in a transient 
facility), i.e., without any form of wake passing. Nicholson 
found that free-stream turbulence caused transition on the suc
tion surface; the rotor data show higher heat transfer over the 
first 20 percent of the surface and lie between the cascade's 
laminar and turbulent levels thereafter, until the 0.2 percent 
turbulence cascade test undergoes transition at xls = 60 percent. 
The rotor and the cascade have slightly different velocity distri
butions on the suction surface, despite having the same aerofoil 
profile, because the cascade is two dimensional, while the rotor 
is haded on the inner wall, as shown in Fig. 2. This comparison 
is shown not in the expectation that the two tests should give 
identical results over the whole surface, but rather to investigate 
whether anything can be learned from the available data. 

Figure 8 compares unhaded velocity distributions measured 
in the blowdown cascade (Mee, 1990) with the rotor mid-height 
pressure distribution measured by surface-mounted kulites. Ro
tor Mach number is based on the ratio of surface static pressure 
to blade-relative total pressure (from a Kulite mounted in a 
pitot configuration on the blade leading-edge); in each case the 
average is taken over the 17 ms during which design conditions 
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Fig. 9 Midheight forward rotation versus Doorly's 52 mm chord cascade 
data 

pertain. The peaks seen on the suction surface aft of */Cax = 
0.4 appear to be a genuine flow feature induced by local varia
tions in surface curvature. This pressure data is described more 
fully in Moss et al. (1997). 

The rotor has more acceleration over the early suction surface 
and the higher Reynolds numbers in this region appear to make 
transition occur earlier. The later transition and more prolonged 
acceleration in the cascade tests leads to thinner boundary layers 
and higher (relative to the rotor) heat transfer on the rear suction 
surface. The confidence limit on pressure ratio based on the 
rotor kulites is ±1.75 percent so the two points on the early 
pressure surface do not imply that there is any significant differ
ence in velocity distribution here. The excellent pressure surface 
agreement in Fig. 7 therefore shows that, where the velocity 
distribution is the same, the two experiments give very similar 
results. This is a valuable conclusion since it confirms that, 
despite the complexity of the thin film gages on an enamel 
substrate, their laser calibration and the in-shaft electronics and 
slip ring system (Moss and Ainsworth, 1993) the present data 
do, in fact, agree well with data taken many years previously 
using completely different instrumentation. 

The leading edge Nusselt number can be predicted by consid
ering it to be a laminar boundary layer over a cylinder in cross-
flow (Kays, 1966): Nu„ = 0.81 Re£5 Pr04 = 134 with Re based 
on mean velocity across the rotor inlet plane; R is cylinder 
radius. Scaling this for comparison with test data at the nominal 
design point gives Nu = Nu«(Cac//?)(l/1.138)-°-25 = 4020. 
This is slightly larger than the measured forward rotation Nus
selt number of 3500 at the leading edge; the discrepancy can 
be explained in terms of the enamel layer making the leading 
edge radius larger than the nominal value, but may also be 
partly due to the distortion of the leading edge flowfield by the 
presence of the aerofoil behind it; it is not an isolated cylinder. 

Figure 9 compares the forward rotation data against Doorly's 
cascade data. Doorly used rotating bars to produce moving 
wakes and shock waves that simulated those from an upstream 
blade row. The bar diameters and bar-to-blade axial spacing 
were chosen to produce wakes that in terms of width, velocity 
deficit, and turbulence spectrum would simulate the wake from 
a nozzle guide vane. 

Mechanical considerations limited the smallest possible bar 
diameter to 0.9 mm; this generated wakes typical of a film-
cooled nozzle guide vane, which will be stronger than those 
expected from the uncooled vanes used in the rotor experiment. 
(Blade leading edge Kulite measurements of the rotor inlet 
flowfield, (Moss et al., 1997), do not allow an easy comparison 
with the discrete wakes produced by the rotating bar experiment: 
The rotor interacts with the flow field and the Kulite signal 

cannot easily be compared with that from a small probe behind 
a bar wake generator.) 

In general, his suction surface data show increasing levels of 
induced unsteadiness leading to increasing intermittency and 
higher Nusselt numbers; this mimics Nicholson's data. The for
ward rotation suction surface data show a different trend to 
these cascade results. The comparison of forward and reverse 
rotation data (Fig. 11) will show that heat transfer on the early 
suction surface is insensitive to wake passing and one must 
conclude that the similarity of the forward rotation and high 
turbulence cascade heat transfer levels here is not a result of 
unsteady flow in the turbine: instead, it results from the differ
ences in velocity distribution as discussed in connection with 
Fig. 7. 

The rotor pressure surface data agree well with both sets of 
cascade results. The cascade tests show that wake passing and 
free-stream turbulence intensities of up to 5 percent have little 
effect on the time-mean heat transfer here; it is therefore un
likely that the rotor pressure surface Nusselt numbers should 
differ from these values, and the excellent agreement seen gives 
confidence in the quality and accuracy of the data. 

Doorly and Oldfield (1985) noted the presence of a separa
tion bubble causing low heat transfer at XIS = 4 percent on 
the pressure surface. This can also be seen in the forward rota
tion data, Fig. 9. The boundary layer state over the rest of 
the pressure surface proved difficult to characterize but they 
tentatively defined it as transitional over the XIS = 20 to 60 
percent range, where a slight heat transfer increase is seen in 
the presence of free-stream turbulence, and turbulent thereafter. 
The unsteady reattachment of this separation probably provides 
the disturbance that keeps it in this state even in the absence 
of free-stream turbulence. Turbulence studies by Moss and Old-
field (1992) have shown that free-stream turbulence can in
crease the heat transfer through a turbulent boundary layer. This 
suggests that the observed increases in pressure surface Nusselt 
number as free-stream turbulence increases could occur even 
with a boundary layer that was fully turbulent from XIS = 20 
percent onwards, i.e., although likely, the present data does not 
inevitably prove it to be transitional. 

Forwards Rotation: Spanwise Variation. Figure 10 
shows the spanwise variation in rotor Nusselt numbers for the 
forward rotation tests. The midheight gages show lower Nusselt 
number levels than the corresponding gages at any of the other 
four (5, 10, 90, 95 percent span) sections. In particular, the 
root, midtip, and tip sections show suction surface Nusselt num
bers that are approximately double those at midheight. 

The pressure surface midheight and midtip sections show 
very similar Nusselt number levels. The forward rotation data 
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Fig. 11 Forward versus reverse rotor Nusselt numbers at midheight 

show an increased level at the tip section, possibly due to the 
boundary layer being sucked into the overtip gap, and the root 
and midroot sections show an increase of about 20 percent over 
the midheight case. The peaks at - 5 8 percent X/S on the tip 
and midroot sections are not easily explained: In each case, 
they are points from a single test but there is no reason to 
suppose that they are unreliable. 

The suction surface shows the midheight section as having 
less heat transfer than any of the root and tip sections: Nusselt 
numbers generally fall from root to midheight and then start 
rising again. Up to 40 percent X/S the off-midheight Nusselt 
numbers are higher than those seen in cascade tests (Fig. 7) 
and so are presumably not simply the result of transition to a 
turbulent boundary layer: It seems likely that this results from 
a horseshoe vortex or overtip flow interaction. On the root sec
tion, the continued high Nusselt number on subsequent gages 
suggests that they are all affected by secondary flow and the 
horseshoe vortex. 

Forward Versus Reverse Rotation Data. Figure 11 com
pares the forward rotation (Allan, 1990) and reverse rotation 
data (Garside, 1995) data at midheight. 

The mean levels of the two midheight sets of data (obtained 
by integrating around the whole perimeter) are very close, 
within 1 percent of each other. The excellent agreement on the 
pressure surface, which, given the insensitivity to turbulence 
seen in cascade, would not be expected to show any significant 
change, seems to confirm that there has been no change in the 
accuracy of the experiment despite the measurements being 
taken several years apart. 

The forward and reverse rotation results are also very similar 
on the suction surface up to XIS = 50 percent. The Nusselt 
number levels on the early suction surface imply, as before, 
transition close to the leading edge. In the reverse rotation case, 
however, the late suction surface shows a sudden rise in Nusselt 
number, which appears to imply that some relaminarization has 
taken place followed, at this point, by a second transition, possi
bly due to the lower blade-relative exit Mach number under 
reverse rotation producing an adverse pressure gradient in this 
region. 

The similarity of the forward and reverse rotation Nusselt 
numbers suggests that the rotor suction surface boundary layer 
is predominantly turbulent and that the differences in Nusselt 
number between high turbulence cascade and rotor are due to 
differences in velocity distribution, and to transition occurring 
earlier on the rotor, rather than to differences in intermittency. 

Reverse Rotation Data: Span wise Variation. Figure 12 
shows the spanwise variation of Nusselt numbers from the re
verse rotation tests. The root section provided very few data 

points and has not been included here. The midtip and midheight 
sections show very similar levels, though the suspected transi
tion seen on the rear suction surface at the midheight section 
is, if present, not clearly shown at midtip due to a lack of detail 
here. The suction surface Nusselt numbers show a steady rise 
in level that appears different to the fall seen on the forward 
rotation midheight data though, as seen in Fig. 11, the difference 
in level is only appreciable beyond the 65 percent chord posi
tion. 

It is also interesting to note that the midroot Nusselt numbers 
are lower than at midheight on the suction surface and higher 
on the pressure surface, whereas in the forward rotation case 
both surfaces showed an increase toward the root. This may be 
due to the reversal in the direction of the passage vortex, but 
is also likely to be influenced by differences in the blade inlet 
angle in this region. The reverse rotation experiment simulates 
forward rotation blade relative inlet angles to ±3 deg at all 
sections above 10 percent span, but in the root region the ab
sence of NGV secondary flows leads to a much larger discrep
ancy in inlet angle. 

The fact that the off-midheight data show significant differ
ences between the forward and reverse rotation tests in spite of 
the similarity of the midheight data confirms the importance 
of rotation and three-dimensional effects with regard to the 
prediction of heat transfer over the whole blade. 

Influence of Unsteady Phenomena 
The thin film gages have a frequency response of order 100 

kHz and thus show a characteristic "wake passing" signature. 
Moss et al. (1995) showed that the fluctuations could be reason
ably well predicted by a model that assumed a constant heat 
transfer coefficient together with a relative total temperature 
that varied isentropically with the blade surface static pressure 
as measured by embedded Kulite pressure transducers. Figure 
13 compares a typical heat flux trace with such a prediction. 
The heat flux fluctuations are a significant fraction of the mean 
level because the gas-to-wall temperature ratio (Table 1) is 
small in the blade-relative frame. Similar predictions for other 
midheight gages (Fig. 14) show rms levels close to those mea
sured at most positions around the blade surface. (Two gages 
disagree with this explanation: D 0 9 , which is downstream of 
the separation bubble and presumably experiences unsteady re
attachment, and B06, which is currently unexplained.) 

The explanation of the unsteady heat flux in terms of a gas 
temperature fluctuation implies that wake-induced unsteady 
transition is relatively insignificant, if indeed it occurs at all, in 
this turbine. This explains why the forward and reverse rotation 
tests show such similar time-mean Nusselt numbers at mid-
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height. It has also proved possible to predict the heat flux fluc
tuation on the suction surface crown of the midroot section 
(Moss et al., 1997) in a similar fashion: This implies that the 
increased heat flux toward the root in the forward rotation case 
results from relatively steady three-dimensional flows rather 
than wake-induced transition. 

The differences in suction surface Nusselt numbers and sus
ceptibility to turbulence between the rotor and cascade appears 
to be due to the differences in velocity distribution. The wake 
strength in the forward rotation test may be less than that pro
duced in the rotating bar cascade test but, even, so, a consider
able disturbance still exists (Moss et al., 1997). The fact that 
the forward and reverse rotation data are so similar on the early 
suction surface, and that the mean level here is higher than in 
cascade, implies that transition occurs very early on this surface 
with the ' 'haded'' velocity distribution and, in turn, that even 
a much stronger wake, e.g., from a cooled NGV, would proba
bly have little effect on the Nusselt number distribution for this 
aerofoil. 

The absence of any wake-induced increase in heat transfer 
is most unexpected; prior to this work it was widely supposed 
that turbulence in the NGV wakes would cause unsteady transi
tion (Mayle, 1991) or produce periodic enhancement above the 
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Fig. 15 Forward rotation data versus CFDS: 50 percent span 

normal turbulent level. These differences between cascade and 
rotor measurements highlight the value of rotor testing. The 
present data provides a most rigorous and valuable test case: If 
unsteady phenomena do not affect heat transfer, sophisticated-
time-steady codes such as CFDS should be able to predict heat 
transfer to a high degree of accuracy. It is anticipated that the 
present work will lead to greatly enhanced capabilities in this 
respect. Different aerofoil profiles, conversely, might indeed 
show sensitivity to wake-induced transition; it is hoped that 
further prediction work based on the cascade conditions will 
reveal more precisely the reasons for their sensitivity to turbu
lence. 

Comparisons With CFDS 

Forward Rotation Data Versus CFDS. Figure 15 com
pares the midheight forward rotation data with CFDS. The pres
sure surface prediction agrees reasonably well with the data, 
with CFDS typically overpredicting by approximately 10 per
cent. The suction surface prediction, however, is nearly double 
the measured level; it is actually close, from X/S = 30 percent 
onward, to the turbulent level measured in cascade. This over-
prediction may indicate that, though the grid resolution was 
adequate for a laminar boundary layer, a finer grid would have 
been preferable for the turbulent case. The CFDS-predicted 
Nusselt number distributions also show more spatial unsteadi
ness than one might expect; it is not yet known whether these 
peaks and troughs are a realistic product of the velocity distribu
tion or whether they simply imply a grid resolution problem. 

At the midtip section (Fig. 16) the CFDS prediction overpre-
dicts by approximately 20 percent on the pressure surface. Three 
of the four suction surface gages agree well with the predicted 
turbulent level, while the gage at X/S = 82 percent is 40 percent 
below the predicted level; this is, however, only a single data 
point. 

At the tip section (Fig. 17) the pressure surface prediction 
is approximately 20 percent low. There is also one point at XI 
S = 57 percent that defies explanation, being nearly double the 
predicted level. The suction surface measurements at XIS = 5, 
48, and 99 percent agree well with the turbulent CFDS. The 
measured dip at XIS = 22 percent may indicate that transition 
is occurring in the X/S = 20-40 percent region, i.e., rather 
later than shown for the ' 'laminar'' prediction. 

Reverse Rotation Data Versus CFDS. Figure 18 com
pares reverse rotation measurements at 10 percent span with 
the CFDS prediction at this section. The measured pressure 
surface Nusselt numbers are approximately 50 percent above 
the midheight values but the CFDS predicted level is about 10 
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Fig. 17 Forward rotation data versus CFDS: 95 percent span 

Fig. 18 Reverse rotation data versus CFDS: 10 percent span 

percent lower than at midheight. The midheight data and turbu
lent prediction are, as expected, similar to the forward rotation 
case, but the midroot section shows an increase relative to the 
forward case that is not predicted. 

On the suction surface the predicted Nusselt numbers are 10-
20 percent lower than at midheight, which may be due to the 

horseshoe vortex entraining endwall fluid and thickening the 
boundary layer here. As at midheight, the suction surface mea
surements lie between the predicted transitional and turbulent 
levels. 

Comparing the midheight and midroot data shows some evi
dence of secondary flow effects, in that the root measurements 
have higher pressure surface and lower suction surface values 
than at midheight. 

Figure 19 compares the reverse rotation data with a CFDS 
prediction of Nusselt numbers at midheight. On the suction 
surface, there is a great difference between the CFDS predic
tions with turbulent boundary layers and that with a transitional 
boundary layer, with the experimental data about halfway be
tween the two. It is clear that some way of accurately predicting 
the boundary layer state is essential if accurate predictions in 
this region are to be achieved. On the pressure surface, however, 
the choice of boundary layer state has little effect on the predic
tion, which is approximately 25 percent above measured levels. 

Figure 20 shows the corresponding data at 90 percent span. 
The predicted pressure surface level is close to the midheight 
value until X/S = 60 percent, when it rises more rapidly; this 
could be due to a thinning of the boundary layer resulting from 
the overtip leakage. The experimental data is lower than at 
midheight: If the experimental facility experienced a relatively 
small degree of overtip leakage it is conceivable that the passage 
vortex would carry the shroud ring boundary layer onto the 
pressure surface with a corresponding low level of heat flux, 
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Fig. 20 Reverse rotation data versus CFDS: 90 percent span 
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though there is no actual evidence that this occurs; conversely, 
one may infer that CFDS has simply overpredicted the tip leak
age flow. 

On the suction surface there are only a limited number of 
experimental points, but they do show very similar Nusselt 
numbers to the midheight gages. The CFDS prediction is very 
similar to that at midheight; although the predicted levels differ 
from the measured data, it is encouraging that the trends in heat 
transfer when comparing different spanwise sections are similar 
to those seen experimentally. 

Figure 21 shows the data from the tip (95 percent) section. 
There are few usable gages here but the data seem to confirm 
the general trend seen at 50 and 90 percent height of the suction 
surface data being approximately 25 percent below predicted 
levels. 

Conclusions 

At midheight, the forward and reverse rotation Nusselt num
bers are very similar. This was most unexpected as, hitherto, 
suction surface intermittency had been thought to depend 
strongly on wake-induced transition. 

On the pressure surface, both sets of rotor data resemble 
cascade measurements. 

Suction surface measurements differ from cascade values in 
two ways. First, the blade is found to lie between the cascade 
laminar and turbulent levels. Second, the cascade time-mean 
heat transfer was very sensitive to changes in inlet turbulence 
level and in this respect behaves differently from the blade. 

The similarity of the forward and reverse rotation Nusselt 
numbers suggests that the rotor suction surface has a turbulent 
boundary layer and that the differences in Nusselt number be
tween high turbulence cascade and rotor are due to differences 
in velocity distribution, and to transition occurring earlier on 
the rotor, rather than to differences in intermittency. 

The unsteady component of each heat transfer signal was 
well predicted in terms of a constant heat transfer coefficient 
and temperature fluctuations arising isentropically from the un
steady static pressure field. This prediction describes an AC 
fluctuation that does not affect the time-mean level and hence 
explains why, despite the large fluctuations seen in the forward 
rotation data, the time-mean level is the same as from the reverse 
rotation test. 

Since the time-mean heat flux is unaffected by unsteady ef
fects, the present data provide an invaluable test case for the 
time-steady CFD and boundary layer codes currently used for 
turbine design. The unsteady pressure and heat flux data cap
tured during these tests should also prove useful in the develop
ment of three-dimensional unsteady methods; although time-

steady methods may be sufficient for heat transfer prediction, 
unsteady codes are essential for predicting unsteady flow phe
nomena in the quest for increased aerodynamic efficiency. 

The forward rotation data show heat transfer enhancement 
of up to 100 percent in the root and tip regions and, as at 
midheight, this appears to be a steady-state condition. The re
verse rotation tests show smaller changes and different trends 
at the off-midheight sections. These rotational effects show the 
need for three-dimensional predictions; the combination of cas
cade, forward, and reverse rotation data provides a unique test 
case for the accurate modeling of rotational terms in such codes. 

CFDS overpredicts the midheight pressure surface heat flux 
by approximately 20 percent; it is, nevertheless, still a usefully 
accurate method here. On the suction surface the solution is very 
dependent on the intermittency distribution chosen. Possible 
solutions straddle the experimental points, but are either 50 
percent high (turbulent) or 50 percent too low (transitional). 
The fact that CFDS overpredicts Nusselt numbers for a turbulent 
boundary layer on the suction surface may indicate that even 
130,000 nodes are insufficient for accurate heat transfer calcula
tions of this kind. The choice and assessment of CFD codes for 
heat transfer prediction is, together with their memory require
ments, a topic of continual interest. It is hoped that the compari
sons presented here will provide a useful record of the state of 
the art. 

Acknowledgments 
The authors would like to thank Rolls-Royce pic, the Defence 

Research Agency (Pyestock), the Ministry of Defence and the 
Department of Trade and Industry for their support of this work. 

References 
Abhari, R. S., Guenette, G. R„ Epstein, A. H., and Giles, M. B„ 1992, "Com

parison of Time-Resolved Turbine Rotor Blade Heat Transfer Measurements and 
Numerical Calculations," ASME JOURNAL OF TURBOMACHINERY, Vol. 114, pp. 
818-827. 

Ainsworth, R. W., Schultz, D. L., Davies, M. R. D„ Forth, C. J. P., Hilditch, 
M. A., Oldfield, M. L. G., and Sheard, A. G., 1988, "A Transient Flow Facility 
for the Study of the Thermofluid Dynamics of a Full Stage Turbine Under Engine 
Representative Conditions," ASME Paper No. 88-GT-144. 

Ainsworth, R. W„ Allen, J. L., Davies, M. R. D„ Doorly, J. E., Forth, C. J. P., 
Hilditch, M. A., Oldfield, M. L. G., and Sheard, A. G., 1989, "Developments in 
Instrumentation and Processing for Transient Heat Transfer Measurements in a 
Full Stage Model Turbine," ASME JOURNAL OF TURBOMACHINERY, Vol. 111, pp. 
20-27. 

Ainsworth, R. W., Dietz, A. J., and Nunn, T. A., 1991, "The Use of Semi
conductor Sensors for Blade Surface Pressure Measurement in a Model Turbine 
Stage," ASME Journal of Engineering for Gas Turbines and Power, Vol. 113, 
pp. 261-268. 

Allan, W. D. E., 1990, "Heat Transfer and Instrumentation Studies on Rotating 
Turbine Blades in a Transient Flow Facility," DPhil thesis, University of Oxford. 

Baldwin, B. S., and Lomax, H., 1978, "Thin Layer Approximation and Alge
braic Model for Separated Turbine Flows," AIAA Paper No. 78-257. 

Blair, M. F„ 1994, "An Experimental Study of Heat Transfer in a Large Scale 
Turbine Rotor Passage," ASME JOURNAL OF TURBOMACHINERY Vol. 116, 
pp. 1-13. 

Dietz, A. J., and Ainsworth, R. W„ 1992, "Unsteady Pressure Measurements 
on the Rotor of a Model Turbine Stage in a Transient Flow Facility," ASME 
Paper No. 92-GT-156. 

Doorly, D. J., 1984, "A Study of the Effect of Wake-Passing on Turbine 
Blades," DPhil Thesis, University of Oxford. 

Doorly, D. J., and Oldfield, M. L. G., 1985, "Simulation of Wake Passing in 
a Stationary Turbine Rotor Cascade," AIAA Journal of Propulsion and Power, 
Vol. 1, No. 4, p. 316. 

Doorly, D. J„ Oldfield, M. L. G., and Scrivener, C. T. J., 1989, "Wake Passing 
in a Turbine Rotor Cascade," AGARD CP390 pp. 7.1-7.18. 

Dunn, M. G., Seymour, P. J., Woodward, S. H„ George, W. K., and Chupp, 
R. E., 1989, "Phase-Resolved Heat Transfer Measurements on the Blade of a 
Full-Scale Rotating Turbine," ASME JOURNAL OF TURBOMACHINERY, Vol. 111, 
pp. 8-19. 

Fitt, A. D., Forth, C. J. P., Robertson, B. A., and Jones, T. V., 1986, "Tempera
ture Ratio Effects in Compressible Turbulent Boundary Layers," Int. J. Heat 
Mass Transfer, Vol. 29, No. 1, pp. 159-164. 

Forest, A. E., 1978, "Engineering Predictions of Transitional Boundary Lay
ers," AGARD CP 224. 

Garg, V. K., and Abhari, R. S., 1996, "Comparison of Predicted and Experi
mental Nusselt Number for a Film-Cooled Rotating Blade," ASME Paper No. 
96-GT-223. 

Journal of Turbomachinery JULY 1998, Vol. 120 / 539 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Garside, T., Moss, R. W., Ainsworth, R. W., Dancer, S, N„ and Rose, M. G„ 
1994, "Heat Transfer to Rotating Turbine Blades in a Flow Undisturbed by 
Wakes," ASME Paper No. 94-GT-94. 

Garside, T., 1995, "The Heat Transfer and Aerodynamic Performance of a 
Rotating Turbine in the Absence of Upstream Nozzle Guide Vane Wakes," DPhil 
thesis, University of Oxford. 

Giles, M. B., 1988, "Calculation of Unsteady Wake-Rotor Interaction," AIAA 
Journal of Propulsion and Power, Vol. 4, pp. 356-362. 

Guenette, G. R„ Epstein, A. H„ Giles, M. B., Haimes, R., and Norton, R. J. G., 
1989, "Fully Scaled Transonic Turbine Rotor Heat Transfer Measurements," 
ASME JOURNAL OF TURBOMACHINERY, Vol. I l l , pp. 1-7, 

Hilditch, M. A., and Ainsworth, R. W., 1990, "Unsteady Heat Transfer Mea
surements on a Rotating Turbine Blade," ASME Paper No. 90-GT-175. 

Hilditch, M. A., Fowler, A., Jones, T. V„ Chana, K. S., Oldfield, M. L. G., 
Ainsworth, R. W., Hogg, S. I„ Anderson, S. J., and Smith, G. C , 1994, "Installa
tion of a Turbine Stage in the Pyestock Isentropic Light Piston Facility," ASME 
Paper No. 94-GT-277. 

Kays, W. W., 1966, Convective Heat and Mass Transfer, McGraw-Hill, New 
York. 

Mayle, R. E., 1991, "The Role of Laminar-Turbulent Transition in Gas Tur
bine Engines," ASME JOURNAL OF TURBOMACHINERY, Vol. 113, pp. 509-537. 

Mee, D. J„ Baines, N. C , Oldfield, M. L. G., and Dickens, T. E., 1992, "An 
Examination of the Contributions to Loss on a Transonic Turbine Blade in Cas
cade," ASME JOURNAL OF TURBOMACHINERY, Vol. 114, pp. 155-162. 

Moss, R. W., and Ainsworth, R. W., 1993, "A Transient Measuring Technique 
for Heat Transfer to Metallic Aerofoils," Proc. Eurotherm 32, Heat Transfer in 
Single Phase Flows, Oxford. 

Moss, R. W., Sheldrake, C. D„ Ainsworth, R. W., Smith, A. D., and Dancer, 
S. N. D., 1995, "Unsteady Pressure and Heat Transfer Measurements on a Rotat
ing Blade Surface in a Transient Flow Facility," AGARD CP571, pp. 22 .1 -
22.11. 

Moss, R. W., Ainsworth, R. W., and Sheldrake, C. D., 1997, "The Unsteady 
Pressure Field Over a Turbine Blade Surface: Visualization and Interpretation of 
Experimental Data," ASME Paper No. 97-GT-474. 

Moss, R. W., and Oldfield, M. L. G„ 1992, "Measurements of the Effect of 
Freestream Turbulence Length Scale on Heat Transfer," ASME Paper No. 92-
GT-244. 

Nicholson, J. H., Forest, A. E., Oldfield, M. L. G., and Schultz, D. L., 1984, 
' 'Heat Transfer Optimized Turbine Rotor Blades—An Experimental Study Using 
Transient Techniques,'' ASME Journal of Engineering for Gas Turbines and 
Power, Vol. 106, pp. 173-181. 

Sheldrake, C. D., and Ainsworth, R. W„ 1995, "The Use of Hot-Wires Applied 
to Aerodynamic Measurements in a Model Turbine Stage," presented at the First 
European Conference on Turbomachinery Fluid Dynamic and Thermodynamic 
Aspects, Nuremberg. 

Slater, J. T. D., 1993, "Three-Dimensional Aerodynamic Studies of a Turbine 
Stage in a Transonic Flow Facility," DPhil Thesis, University of Oxford. 

540 / Vol. 120, JULY 1998 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Y. Yu 

M. K. Chyu 

Department of Mechanical Engineering, 
Carnegie Mellon University, 

Pittsburgh, PA 15213 

Influence of Gap Leakage 
Downstream of the Injection 
Holes on Film Cooling 
Performance 
This study investigated a practical but never exploited issue concerning the influence 
of flow leakage through a gap downstream on the film cooling performance with 
discrete-hole injection. A heat transfer system as such can be categorized as either 
a three-temperature or a four-temperature problem, depending on the direction of 
leakage through the gap. To characterize a three-temperature-based film cooling 
system fully requires knowledge of both local film effectiveness and heat transfer 
coefficient. A second film effectiveness is necessary for characterizing a four-tempera
ture problem. All these variables can be experimentally determined, based on the 
transient method of thermochromic liquid crystal imaging. Although the overall con-
vective transport in the region is expected to be dependent on the blowing ratios of 
the coolants, the mass flow ratio of the two injectants, and the geometry, the current 
results indicated that the extent of flow injection or extraction through the gap has 
significant effects on the film effectiveness and less on the heat transfer coefficient, 
which is primarily dominated by the geometric disturbance of gap presence. 

Introduction 
Film cooling is one of the most effective methods for thermal 

control of gas turbine components subjected to intensive heat 
load. Its effectiveness for the cooling of turbine blades and 
vanes is well known (Goldstein, 1971), and expected to extend 
further, as the operating temperature of future gas turbines in
creases for higher performance. As a result of recent success 
in the developments of advanced combustors, the temperature 
profile at a combustor exhaust has become more uniform and 
flattened. Such a desirable temperature profile, however, pre
sents a substantial thermal penalty to those components exposed 
to the edges of the flattened temperature profile. Thus film cool
ing is often implemented to protect the endwalls immediately 
downstream of the combustor and ahead of the first-stage vane. 
The turbine structure in this region usually consists of several 
individual components instead of one single piece. This type of 
assembly almost always produces a gap, formed in the junction 
of different components to accommodate thermal expansion for 
different operating conditions. Usually no seal is implemented 
in the gap to separate the hot passage gas to the flow outside, 
so that a leakage flow through the gap can be induced radially, 
when the static pressure across the gap is different. Depending 
on the pressure differential, the leak through the gap may flow 
either into or out of the turbine gas passage, presenting an 
uncertain issue, which further complicates the problem. 

The primary objective of this research is to characterize the 
film cooling performance experimentally in a region affected 
by the presence of a gap between mating surfaces. A test section, 
as sketched in Fig. 1, consists of a row of five discrete holes 
with a 30-deg injection angle, followed by a transverse gap on 
a flat surface, constructed to house the research. While a study 
of this nature has not been found in the open literature, the 
transport phenomena involved here have two key contributing 
factors: One is the film cooling with discrete, inclined holes, 
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and the other is the convective transport over a discontinuous 
surface. The transport features for the latter are considered to 
be similar to those with flow over a deep cavity. The heat and 
momentum transfer in the vicinity of a rectangular cavity is 
dominated by a highly turbulent shear layer initiated at the top, 
sharp corner of the downstream-facing wall (upstream sidewall) 
(Chyu and Goldstein, 1986; Chyu et al., 1987; Chyu and 
Schwarz, 1990). Depending on the approaching flow conditions 
and cavity geometry, the shear layer can have profound effects 
on the heat transfer over the surface downstream to the cavity. 
One intriguing and important aspect based on the current setup 
lies on the interaction of the coolant injected upstream with the 
flow disturbance associated with the gap. 

Early studies of film cooling are focused mainly on the film 
effectiveness (?j) or the adiabatic wall temperature, Taw. To 
estimate the heat transfer accurately on a film-cooled surface 
requires knowledge of the local heat transfer coefficient (h), in 
addition to the film effectiveness (Erikson and Goldstein, 
1974). In general, these two parameters, r\ and h, of a given 
system are determined separately from different experiments 
and often under different test conditions. In an attempt to de
velop a measurement technique that is capable of revealing 
both parameters simultaneously, Vedula and Metzger (1991) 
introduced a transient approach based on the thermography of 
thermochromic liquid crystals. The framework of such an ap
proach is commonly termed the "three-temperature problem" 
since the heat transfer from a film cooled wall is collectively 
determined by temperatures of the mainstream, the injectant, 
and the wall. The liquid crystal thermography technique results 
in two algebraic equations that are dominated by error functions 
for both T) and h. Recently Ekkad et al. (1995a, 1997b) em
ployed the same approach to study the film cooling with com
pound angle injections. Instead of using liquid crystals, Chyu 
and Hsing (1996) extended the transient principle to determine 
both parameters, based on the fluorescence images of a thermo
graphic phosphor. The current research employs the transient 
liquid crystal technique originated by Vedula and Metzger 
(1991). Similar to the aforementioned studies, the present study 
neglects the effect of density difference between the mainflow 
and injectants. 
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Fig. 1 Gap located downstream of film injection holes 

Understandably, the three-temperature problem remains valid 
both for the case of no leakage flow and leak drawn from 
the film-cooled boundary layer through the gap. This notion, 
however, is no longer justifiable in the case of gap leakage 
injected into the test section. The additional temperature scale 
associated with the secondary injectant through the gap makes 
the system a "four-temperature problem." As a highlight of 
this paper, the experimental implementation and fundamental 
principle for determining the film cooling performance in a 
"four-temperature" system are described as follows. 

Transient Liquid Crystal Technique for Multiple-
Temperature Systems 

One essential aspect of the transient measurement technique 
for convective heat transfer system is to facilitate a means to 
acquire and record the temporal variation of local surface tem
peratures over the test region of interest. In the present study 
this is achieved by spraying a thin layer of encapsulated chiral 
nematic thermochromic liquid crystal (TLC) on the test surface 
as a temperature indicator. 

If the test surface of a uniform initial temperature is suddenly 
exposed to the heated flow with a temperature of Tm, the magni
tude of the time-varying surface temperature, Tw, is governed 
by transient heat conduction penetrating into a semi-infinite 
solid. Assuming the heat conduction is primarily one dimen
sional (in z direction), the governing equation is: 

d~z 
kTZ== pCp 

dT 
(1) 

If the wall material including the test surface is initially at a 
uniform temperature T, at all depths, then the initial and bound
ary conditions can be described as: 

k dz 
= h(Tw - TV) (2) 

riz~ = r( O) 

r l r -o = Ti (4) 

Here the convective heat transfer coefficient, h, is defined as: 

h = 
T - T 

(5) 

where q is the heat transfer per unit area per unit time from the 
gas stream to the surface. Tr is the local reference temperature. 

The solution of Eq. (5) , obtained from Laplace transform, 

Tw - Ti 

Tr ~ T, 
= 1 — exp 

h2ar 
erfc 

MOLT 
(6) 

Here T, is the initial temperature of the test section prior to the 
test, and it is usually equal to the ambient air temperature and 
can be measured by thermocouples. The values a and k are 
the thermal properties of the test material (Plexiglas) and are 
available from the manufacturer. In a conventional two-temper
ature convection situation, the reference temperature Tr is sim
ply equal to Tm, which is the flow mixed-mean temperature 
in the test channel, and can be obtained from reading of a 
thermocouple located at the mainstream. The value of the local 
heat transfer coefficient can thus be determined by measuring 
the time, r , required for the surface temperature to reach a 
prescribed value, Tw, displayed by the color of the TLC applied 
on the test surface. 

Three-Temperature System. The foregoing discussion, 
however, is inapplicable in the case of film cooling where the 
predominant convection feature is governed by three tempera
tures. Here the reference temperature Tr is a function of the 
supply temperatures of the two interacting streams and the level 
of mixing that occurs between them; hence it is also an un
known, in addition to h. Since Tr must be equal to the wall 
temperature when heat flux q = 0, Tr is often termed the adia-
batic wall temperature, Taw. 

It is understandable that both Tr and h can be determined by 
simultaneously solving two equations of form Eq. (6). The 
two equations are individually obtained from two different test 
conditions. Provision for the two different conditions in the 
present study is achieved by performing two closely related 
experiments. The two tests use the same flow conditions; how
ever, one uses heated film injection and the other uses either 
less heated or unheated (at ambient temperature) injection. 
While the mainstream is always heated, its heating level varies 

Nomenclature 

cp = fluid specific heat 
D = injection hole diameter 

Dh = channel hydraulic diameter 
h = convective heat transfer coefficient 
k = test surface thermal conductivity 

M - blowing ratio = (pV)f/(pV)m 

m = injectant mass flow rate 
L = distance from the center of the in

jection hole to the upstream rim of 
the gap 

q = heat flux 
Re = Reynolds number = pVDJp, 

t = test elapsed time 
T = local temperature 

V = local mean flow velocity 
W — gap width 

x = streamwise distance downstream 
from the center of the injection hole 

y = spanwise distance from the center 
of the injection hole 

z = axis perpendicular to the test sur
face 

a = thermal diffusivity of the test rig 
T) = film cooling effectiveness 
fi = dynamic viscosity of fluid 
p = fluid density 
T = time 

Subscripts 
1 = first coolant, injected from the 

discrete holes 
2 = second coolant, injected from the 

transverse gap 
aw = adiabatic wall 

/ = secondary film flow 
i = initial values at t = 0 

m = mainstream 
r = local reference temperature 

w = local surface 
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with different test conditions. In general, the mainstream tem
perature cannot be too high, so the color evolution of TLC may 
be too rapid to be discerned. On the other hand, the heating 
level cannot be too low so that the over-long experiment violates 
the one-dimensional heat conduction model (Yu, 1994). In the 
current tests, the mainstream temperature is maintained at about 
70°C, and a heated film flow has a temperature around 60 to 
65°C. The temperature of a less heated film flow is about 0 to 
10°C above the room temperature. 

The two different aforementioned tests result in two govern
ing equations for h and Tr: 

TIS 

Tr, - Tn 

Ti2 

Tn 

= 1 

= 1 

exp 
h2ar, 

k2 
erfc 

mar, 

k 

exp 
h2ar2 

L k2 
erfc 

hiOLT2 

k 

(7) 

(8) 

Assuming a constant thermal property and that the turbulent 
convection is governed predominantly by flow dynamics rather 
than thermal conditions, the values of h and Tr obtained from 
the current experiment are deemed to be the unique solution to 
the prescribed film cooling conditions. This notion leads to the 
conclusion that Trl and Tn are related and therefore represent 
only one unknown. 

Since true step changes in applied flow temperatures are not 
realizable, in actual experiments an additional complication is 
introduced and the reference temperature is a function of time. 
This complication can be accounted for by modifying the equa
tion through use of superposition and Duhamel's theorem. The 
actual gradual change is obtained through a series of steps. The 
solution is represented as: 

Tw- T, = E ( / ( T - r,)ATr (9) 

where: 

U(T — TJ) = 1 — exp 
h2a(r - Tj) 

X e r f c | , / n / ( * ( T ~ T ' ) - ' ) (10) 

Here the equation is cast in terms of time-varying T,, which is 
an unknown, but related to T,„ and 7}, which are both measurable 
quantities. Such a relation is based upon the definition of film 
effectiveness, r\, expressed as: 

{Tm - Taw) 

(Tm - Tf) 
\ x m •*• aw J / i i \ 

V = — — ( u ) 

Tr = Taw = (1 - rj)Tm + rjTf (11a) 

Hence the increment of Tr can be written as: 

ATr = (l-V)ATm + VATf (12) 

Equation (9) now transforms into 
N 

Tw - T, = I U(r - T , ) [ ( 1 - r,)AT„, + r]ATf] (13) 

Two equations of this form, obtained from two closely related 
experiments,' must be solved for the two unknowns, h and r\. 

Four-Temperature System. As stated earlier, the convec-
tive heat transfer in a four-temperature system is governed by 
four independent temperatures: the wall temperature, the main

stream temperature, and two injected coolant temperatures. As 
in the three-temperature problem, both h and Tr (or Taw) are 
unknowns that must be resolved. To formulate Tr, it is conve
nient and rational to define two new parameters: the first refer
ence temperature, Tn, and the second reference temperature, 
Tr2, in form of Eq. (11a), i.e., 

and: 

Trl = (1 - Vl)Tn + VlTfl 

Tri = (1 - r\2)Tm + r]2Tn 

(14) 

(15) 

where i], and r\2 are the film effectiveness for the first and 
second injection (holes and gap), respectively. Similar to Eq. 
(11), they are defined as: 

»7i 

Vi 

(Tm - Trl) 

(Tm - Tn) 

(Tm - Tr2) 

(16) 

(17) 

(18) 

(Tm - Tn) 

Hence the Tr can be expressed as 

Tr = Tri + Tr2 - Tm 

= (1 - Vi ~ ri2)Tm + ijiTfi + r\2Tn 

The physical meaning of Tr, can be considered as the mixing 
temperature of the mainstream and the first (upstream) film 
flow when Tp. — Tm. The difference between this temperature 
and the wall temperature is the driving potential of the heat 
transfer under the condition of T^ = Tm. On the other hand, Tr2 

can be viewed similarly for the second film flow when 7}, = 
T 

Once the heat transfer coefficient h and the driving tempera
ture Tr are determined, the heat flux can be calculated using: 

q = h(T,. - Tw) (19) 

According to the foregoing discussion, there are three un
knowns, i.e., h, Tn, and Tn (or h, rju and r)2) to be resolved 
by experiment. Similar to the approach for the three-temperature 
problem, these variables can be determined by simultaneously 
solving three equations of form Eq. (6). Hence, in addition to 
Eqs. (7) and (8) for the three-temperature case, one more equa
tion needs to be established, i.e., 

Tti 

Tr, - Tn 

= 1 exp 
h2aT3 

erfc 
WaT3 (20) 

The subscript 3 on Tr represents the third test condition. 
A three-test scheme was designed under the following three 
conditions: (1) mainstream, first film flow, and second film flow 
all heated; (2) the heated mainstream, the heated first film flow 
and the "cold" second film flow (cold means flow is unheated, 
same as the room temperature); and (3) the heated main flow, 
the heated second film flow, and the "cold" first film flow. 
Conceptually this arrangement leads to the best possible results 
for the four temperature problems using the current experimen
tal method (Yu, 1994). 

To account for the lack of true step-change in the temperature 
fields, all three governing equations must be cast in the form 
of Eqs. (9) and (10), which involve a series of step changes 
in reference temperature, ATr. According to Eq. (18), 

ATr = (1 - r?, - r]2)ATm + VlATfl + r,2ATf2 (21) 

Experimental Apparatus and Procedures 

Figure 2 shows a schematic of the experimental apparatus. 
The mainstream and two injected coolant flows are supplied 
from laboratory compressed air. After metering, the flows are 
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Fig. 2 Test section with liquid crystal imaging system 

routed to individual auto-transformer controlled tubular in-line 
heaters, where their temperatures can be accurately controlled 
to the levels desired. All flows are initially diverted away from 
the test section via three-way ball valves installed in the pipe 
lines, until the start of the experiment. 

The TLC used in the study displays colors in response to 
temperature changes as a result of lattice reorientation of the 
crystals. The nominal temperatures for this TLC formula are at 
38.4, 39.1, and 42.5°C for red, green, and blue colors respec
tively. 

The green color display of the TLC is used as an indication 
of the surface temperature during the tests. The green color 
indication of the TLC has been carefully calibrated; the repeat
ability of the temperature indication is within ±0.15°C. 

A test is started by switching the flow control valves. The 
three-way ball valves used to direct flow directions are switched 
simultaneously. Film flows are routed into the test section by 
way of secondary flow tubes. The automated data acquisition 
system is initiated at the time when the valve positions are 
switched. The data acquisition system employs a color CCD 
camera and a UNIX-based image processing system on a SUN 
workstation; it records the times of transition of the TLC from 
colorless to green over a domain designated downstream of the 
injection holes. Meanwhile, time-varying temperatures of both 
the mainstream and the injectants are recorded using thermocou
ples and an automated data acquisition system. 

The test section consists of a Plexiglas rectangular duct 152.4 
mm wide and 95.25 mm high. As shown in Fig. 1, five coolant 
injection holes are located in the upstream section of the test 
surface. These five equally spaced injection holes have the same 
diameter, D = 6.4 mm, and their axes are inclined at 30 deg 
relative to the mainstream direction. The distance between the 
adjacent holes is three times the injection hole diameter. To 
facilitate a comparative study on the effects of gap leakage on 
the film cooling characteristics, the present test matrix consists 
of a wide range of combinations of different flow rates through 
the film cooling holes and gap downstream. The entire test 
matrix is listed in Table 1. A negative value in the secondary 
mass flow ratio (M2) suggests that the flow is extracted from 
the test channel through the gap, while a positive M2 implies 

that the gap flow is injected into the channel. In addition to 
variations in flow rate, two different gap sizes, i.e., W/D = 1 
and 3, are included in the test matrix. The mainstream Reynolds 
number, based on the hydraulic diameter of the channel, is 
maintained the same at 46,600 for all test cases. 

Results and Discussion 

The automated liquid crystal imaging system has provided 
test results with very remarkable spatial resolution. Each image 
frame consists of 200 X 150 = 30,000 pixel data. While two-
dimensional color contours are readily available in the present 
system, line plots are chosen here for result presentation, due 
mainly to ease of direct comparison among different cases. 
Most of the following figures and discussion are based on the 
experimental result along the centerline of the injection holes. 

First Effectiveness. Figure 3 shows the streamwise first 
effectiveness distribution along the centerline of the injection 
holes in the cases of first blowing ratio Mi = 0.5 with positive 
second blowing ratio (M2 > 0) . The case of IV = 0 and M2 = 
0 represents an uninterrupted film cooling without gap presence. 
Data of such a reference case agree well with those of discrete 
hole injection, reported in the literature (Vedula and Metzger, 
1991). The trend for the values of effectiveness downstream 
of the gap to be slightly higher (up to 50 percent) than those 
without the gap is significant. The only exception is the case 
of W/D = 3, and m1/m1 = 150 percent, where the effectiveness 
is lower in the area immediately downstream of the gap. How
ever, it recovers and displays the same trend as the others at 
about 6D downstream of the gap. It can be concluded that the 
flow boundary layer with such a relatively low first blowing 

Table 1 Test matrix 

Test No. W/D M! M2 m2/ml 
Al l 0 0.0 0.0 -
A21 0 0.5 0.0 — 
A31 0 1.0 0.0 -
Bll 0.0 0.0 -
B12 0.0 +0.084 -
B13 0.0 +0.126 -
B21 0.5 0.0 0 
B22 0.5 +0.084 100% 
B23 0.5 +0.126 150% 
B24 0.5 -0.042 -50% 
B25 0.5 -0.084 -100% 
B26 0.5 -0.126 -150% 
B31 1.0 0.0 0% 
B32 1.0 +0.084 50% 
B33 1.0 +0.126 75% 
B34 1.0 -0.042 -25% 
B35 1.0 -0.084 -50% 
B36 1.0 -0.126 -75% 
Cl l 3 0.0 0.0 -
C12 3 0.0 +0.028 — 
C13 3 0.0 +0.042 — 
C21 3 0.5 0.0 0% 
C22 3 0.5 +0.028 100% 
C23 3 0.5 +0.042 150% 
C24 3 0.5 -0.014 -50% 
C25 3 0.5 -0.028 -100% 
C26 3 0.5 -0.042 -150% 
C31 3 1.0 0.0 0 
C32 3 1.0 +0.028 50% 
C33 3 1.0 +0.042 75% 
C34 3 1.0 -0.014 -25% 
C35 3 1.0 -0.028 -50% 
C36 3 1.0 -0.042 -75% 
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Fig. 3 Distributions of first effectiveness, M, = 0.5 
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Fig. 5 Distributions of second film effectiveness, W/D = 1 

ratio is generally quite stable, and a mild addition of coolant 
injected out of the gap promotes better film protection. How
ever, a relatively stronger secondary injection from the gap 
appears to lift the film boundary layer away from the wall, 
reducing film effectiveness in the downstream vicinity of the 
gap. This phenomenon seems to be the dominating feature, so 
that the influence of difference in gap size seems to be somewhat 
insignificant. 

Figure 4 shows the streamwise effectiveness distribution for 
the cases with a first blowing ratio of 1.0. Compared to the 
previous case (M{ = 0.5) the film effectiveness for the baseline 
case without gap present has lower values in the near region 
downstream of the film cooling holes, and higher values further 
downstream. The stronger injectant momentum associated with 
higher injection rate tends to elevate the coolant away from the 
wall in the near-hole region, but it induces better film protection 
as the coolant entrains back to the boundary layer sufficiently 
downstream to the injection hole. Apparently the current blow
ing ratio (M, = 1.0) has already exceeded its corresponding 

0.6 r 

Gap Location 

I • I I I • I I t I 1 • • • • I • • • I I I H • • I I 

0 3 6 9 12 15 18 21 

X/D 

Fig. 4 Distributions of first film effectiveness, M, = 1.0 

optimal value under the present test conditions. The other sig
nificant difference, as compared to the case of lower injection 
rate (Mi = 0.5), is that the secondary injection from a gap 
generally results in a lower film effectiveness than that of the 
reference case without the gap. Such a trend is more pronounced 
in the near-gap region and gradually diminished toward down
stream. This is evidenced by the fact that virtually all the values 
of rji for X/D > 10 become quite comparable to those without 
secondary injection. The only exception is the case of W/D = 
3 and m2/»i| = 0.75, which represents the strongest secondary 
injection over the widest gap overall. The values of 77, are 
substantially lower than those of the other cases, and the influ
ence of gap flow on the film effectiveness persists more than 
15 hole diameters (6 < x/D < 21) downstream from the gap. 
This observation is attributable to the combination of strong 
coolant lifting and excessive turbulence generation associated 
with the injection from a wide gap. 

Second Effectiveness. While the foregoing discussion has 
demonstrated that the first film is affected by the second injec
tion from a gap downstream, the nature of the second-coolant 
effectiveness is, in fact, also influenced by the first injection 
upstream. Figures 5 and 6 show the spanwise-averaged, stream-
wise-resolved second effectiveness for the case of W/D = 1 
and 3, respectively. For W/D = 1, an increase in the first blow
ing rate reduces the second-coolant effectiveness when the sec
ond-to-first coolant mass flow ratio is moderate, i.e., m2/ml = 
0.5 (M2 = 0.084). The second injectant from the gap apparently 
lacks sufficient momentum to penetrate into the boundary layer 
established jointly by the first film flow and the mainstream. 
The additional disturbance induced by the upstream injection 
may further enhance turbulence mixing locally and temper the 
second effectiveness in the region. Such a trend however, re
verses as the second-to-first coolant mass flow ratio is higher, 
m2lmx = 1.0 (M2 = 0.126). The second injectant, with a greater 
w2/m, ratio, is more capable of penetrating deeper into the 
boundary layer, or even escaping to the mainstream. A stronger 
blowing rate in first injection can suppress the second injectant 
from such an overshoot and hence promote the effectiveness. 
For W/D = 3, the general trend revealed in Fig. 6 is quite 
similar to that observed in Fig. 5. Note that the mass flow 
rates from the second injectant between these two figures are 
correspondingly equal, hence the second blowing ratio, M2, for 
the cases shown in Fig. 6 are only 3 of that in Fig. 5. 
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Fig. 8 Distributions of film effectiveness, WID = 3, M2 < 0 

A comparison of the results between the two figures reveals 
that such a factor of 3 difference in M2 has a moderate influence 
on the values of rj2. This appears to be caused by the unevenly 
distributed velocity profile which is sheared by the crossflow 
over a relatively wide gap at the exit of second injection. The 
velocity profile is expected to be slanting with a higher local 
magnitude toward downstream side of the gap; hence the actual 
difference in M2 is less than a factor of 3. 

Effectiveness in a Three-Temperature System. An op
posing case to the dual-coolant injection occurs when the flow 
leaks out of the mainstream through the gap downstream to the 
film cooling injection holes. In reality this can happen when 
the pressure inside the hot-gas pass is greater than the static 
pressure outside. Figures 7 and 8 exhibit the distributions of 
film effectiveness for the cases of WID - 1 and 3, respectively. 
Note that the present situation is a three, instead of four-temper
ature problem, and only one effectiveness, r), as given in Eq. 
(11) is defined. The negative values associated with M2 in these 
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figures signify flow depletion through the gap. An interesting 
trend revealed in Fig. 7 is that the values of -q vary little with 
different depletion rates (M2) for the cases of moderate film 
blowing ratio, M\ = 0.5. The situation changes for the cases 
with a higher blowing ratio, Mi = 1.0, as the characteristics of 
r] are more sensitive to the variation of M2. The value of r] 
increases as the depletion rate increases from M2 = -0.042 to 
-0.084; however, it decreases as the magnitude of M2 increases 
further to —0.126. This phenomenon appears to be closely re
lated to the nature of boundary layer with film cooling under a 
high-blowing-ratio condition. A moderate level of flow extrac
tion may drag the coolant, which is otherwise lifted toward the 
film-protected surface. Such an effect apparently dominates in 
the regime of M2 less than 0.084 in magnitude. However, an 
excessive flow extraction (M2 = -0.126) may overly deplete 
the coolant injected upstream and reduce the film effectiveness. 
The results shown in Fig. 8 for WID = 3 have a basic trend 
similar to that of the moderate blowing ratio, Mt = 0.5, when 
WID = 1. The magnitudes of rj are determined primarily by 
Mi and virtually independent of M2. 

Fig. 7 Distributions of film effectiveness, WID = 1, M2 < 0 

6 8 

Fig. 9 Spanwise effectiveness distributions; M, = 0.5, M2 = 0.0, WID = 1 
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Fig. 10 Distributions of heat transfer coefficient; W/D = 1, /W2 = 0 Fig. 12 Distributions of heat transfer coefficient; W/D = 3, M2 = +0.126 

Figure 9 shows the spanwise distributions of the first effec
tiveness at four different streamwise locations. The values of 
the film effectiveness exhibit strong variations across the span 
and eventually becomes nonexistent at x/D = 15. The data 
overall display an excellent symmetry, which further demon
strates the quality of the present experimental technique, imme
diately downstream of the injection holes (x/D = 2.5). Such an 
effect diminishes substantially with the streamwise coordinate. 

Heat Transfer Coefficient. In addition to film effective
ness, knowledge of the local heat transfer coefficient, h, is 
equally important for determining the heat transfer over a film 
protected surface. Figures 10 to 12 show the sample results of 
h distribution forM2 = 0, -0.126, and +0.126, respectively. A 
baseline case, plotted in each figure, is the corresponding heat 
transfer coefficient over a flat plate without film cooling and 
gap present. In virtually all cases, notable disturbance, either 
by flow injection or suction or by geometric discontinuity with 
gap, elevates the heat transfer coefficient to be higher than the 
baseline case. As a collective evidence based on all the results 
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Fig. 11 Distributions of heat transfer coefficient; W/D = 3, M2 = -0.126 

obtained from the current study, the geometric disturbance 
caused by the gap presence is the most dominating factor on 
the heat transfer coefficient. The influence of Mt on the values 
of h appears to be insignificant for the cases without gap flow 
(Fig. 10) and with flow extraction (Fig. 11). However, for 
the cases with injected gap-flow (Fig. 12), a four-temperature 
problem, the distributions of h downstream of the gap are more 
dependent on M\, as h increases with M\. Since the trends 
described above also prevail for other cases of different M2 

values, the influence of M2 on the heat transfer coefficient is 
the least significant, at least within the present test range. 

Conclusions 
Using a transient liquid crystal imaging system, the present 

study has acquired detailed distributions of both the local film 
effectiveness and heat transfer coefficient on a film-cooled sur
face with a transverse gap present downstream of the injection 
holes. One intriguing feature associated with the present geome
try is that the system becomes a four-temperature problem when 
an additional temperature scale is introduced to the working 
flow associated with the injectant from the gap. Experimental 
results obtained from the current study have led to the following 
conclusions: Interaction between the two injectants appears to 
be relatively strong for the four-temperature problem as com
pared to the three-temperature problem. For a moderate level 
of film cooling (M, = 0.5), the combined presence of the gap 
and its injectant promotes the first effectiveness downstream of 
the gap. The effect is less significant for a wider gap. This trend 
reverses with a higher level of first blowing ratio at Mt = 1.0, 
where the second injectant reduces the magnitude of the first 
effectiveness. The second effectiveness can also be affected by 
the first film injectant upstream, particularly for the cases with 
moderate levels of second injection. In this case, an increase in 
the first blowing ratio generally elevates the values of second 
effectiveness. However, this trend, again, reverses for the cases 
with higher second blowing ratios. 

Flow extraction through the gap, a three-temperature prob
lem, generally increases the film effectiveness over the protected 
wall. The mechanism of flow suction retains the coolant which 
is otherwise lifted near the protected surface. However, exces
sive extraction may overly deplete the coolant in the region and 
demote the film effectiveness. 

The values of local heat transfer coefficient downstream of 
the gap for all cases studied are significantly enhanced as com-
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pared to those without gap present. Measured data suggest that, 
at least within the present test range, the geometric disturbance, 
i.e., the presence of the gap, rather than flow disturbance, is 
primarily responsible for such a phenomenon. The effects of 
both injectants on the characteristics of heat transfer coefficient 
are insignificant. 
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Adiabatic Wall Effectiveness 
Measurements of Film-Cooling 
Holes With Expanded Exits 
This paper presents detailed measurements of the film-cooling effectiveness for three 
single, scaled-up film-cooling hole geometries. The hole geometries investigated in
clude a cylindrical hole and two holes with a diffuser-shaped exit portion (i.e., a 
fan-shaped and a laid-back fan-shaped hole). The flow conditions considered are 
the crossflow Mach number at the hole entrance side (up to 0.6), the crossflow Mach 
number at the hole exit side (up to 1.2), and the blowing ratio (up to 2). The 
coolant-to-mainflow temperature ratio is kept constant at 0.54. The measurements are 
performed by means of an infrared camera system, which provides a two-dimensional 
distribution of the film-cooling effectiveness in the near field of the cooling hole 
down to x/D = 10. As compared to the cylindrical hole, both expanded holes show 
significantly improved thermal protection of the surface downstream of the ejection 
location, particularly at high blowing ratios. The laidback fan-shaped hole provides 
a better lateral spreading of the ejected coolant than the fan-shaped hole, which 
leads to higher laterally averaged film-cooling effectiveness. Coolant passage cross-
flow Mach number and orientation strongly affect theflowfield of the jet being ejected 
from the hole and, therefore, have an important impact on film-cooling performance. 

Introduction 
Increasing the lifetime of gas turbine blades can be achieved 

by cooling the blades effectively. Typically, this cooling process 
involves film-cooling of the blade surface. In an attempt to improve 
the cooling process, recent attention has been given to contouring 
the hole geometry. Film-cooling holes with a diffuser-shaped 
expansion at the exit portion of the hole are believed to improve 
the film-cooling performance on a gas turbine blade. The increased 
cross-sectional area at the hole exit compared to a standard cylin
drical hole leads to a reduction of the mean velocity and, thus, of 
the momentum flux of the jet exiting the hole. Therefore, the 
penetration of the jet into the mainflow is reduced, resulting in an 
increased cooling efficiency. Furthermore, lateral expansion of the 
hole provides an improved lateral spreading of the jet, leading to 
a better coverage of the airfoil in lateral direction and a higher 
laterally averaged film-cooling efficiency. 

Recent studies have shown that expanding the exit of the 
cooling hole improves film-cooling performance relative to a 
cylindrical hole. Overall improvements in adiabatic effective
ness were found for laterally expanded holes (Goldstein et al., 
1974) as well as for forward-expanded holes (Makki and Jaku-
bowski, 1986). Schmidt et al. (1996a) and Sen et al. (1996) 
compared a cylindrical hole to a forward-expanded hole, both 
with compound angle injection. Although the spatially averaged 
effectivenesses for the cylindrical and forward-expanded holes 
were the same, a larger lateral spreading of the forward ex
panded jet was found. Haller and Camus (1984) performed 
aerodynamic loss measurements on a two-dimensional transonic 
cascade. Holes with a spanwise flare angle of 25 deg were found 
to offer significant improvements in film-cooling effectiveness 
without any additional loss penalty. Liess (1975) studied the 
effect of the external crossflow Mach number on the film-cool
ing parameters. Mach numbers up to 0.9 were employed. Using 
the mainflow recovery temperature as reference temperature, 
no measurable effect on film-cooling effectiveness was found. 

Contributed by the International Gas Turbine Institute and presented at the 
42nd International Gas Turbine and Aeroengine Congress and Exhibition, Or
lando, Florida, June 2 -5 , 1997. Manuscript received at ASME Headquarters 
February 1997. Paper No. 97-GT-164. Associate Technical Editor: H. A. Kidd. 

However, no studies are present in the open literature examin
ing the effect of transonic external crossflow Mach numbers for 
discrete hole film-cooling in the near-hole region. Despite the 
fact that film-cooling holes are fed from supply passages in 
most gas turbine applications, there aren't any studies discussing 
the effect of coolant supply passage Mach number and orienta
tion on film-cooling performance. 

Flowfield measurements performed by Thole et al. (1998) 
showed that jet penetration as well as velocity gradients in 
the mixing region were significantly reduced for holes with 
expanded exits as compared to a cylindrical hole at the same 
blowing rate. Peak turbulence levels were found downstream 
of the hole exit for the cylindrical hole and in the hole exit 
plane for the expanded holes. Numerical studies performed by 
Giebert et al. (1997) were able to predict the general flow 
features of coolant ejection through diffuser-shaped holes. Dis
charge coefficient measurements presented by Gritsch et al. 
(1998) for the same hole geometries tested in the present paper 
showed that the discharge coefficient for all geometries strongly 
depends on the flow conditions (crossflows at hole inlet and 
exit, and pressure ratio). The discharge coefficient of both ex
panded holes was found to be higher than that of the cylindrical 
hole, particularly at low pressure ratios and with a hole entrance 
crossflow applied. The effect of the additional layback on the 
discharge coefficient was negligible. 

This paper presents the film-cooling effectiveness results of 
a comprehensive film-cooling study conducted at the University 
of Karlsruhe. Two-dimensional distributions of the film-cooling 
effectiveness in the near-field of a single, scaled-up film-cooling 
hole with and without exit expansions were measured by means 
of an infrared camera system. The flow parameters investigated 
are typical for real film-cooling applications. Mach numbers 
both in the main channel and in the coolant supply passage, 
and the blowing ratio were varied in a wide range. Moreover, 
the effect of the orientation of the coolant supply passage with 
respect to the mainflow direction was investigated. 

Experimental Apparatus and Measuring Technique 
The present investigation was carried out in a continuous 

flow wind tunnel. The air supply was furnished by a high-
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Table 1 Operating conditions of the film-cooling test rig 

Internal Temperature Tu 290 K 
Blowing ratio M 0.25 . . .2 
Temperature ratio Ttc/Ttm 0.54 
Pressure ratio P(c/Pm 1 . . .2 
Internal Mach number Mac 0, 0.3, 0.6 
External Mach number Mam 0.3,0.6, 1.2 
Internal Reynolds number Re.Dc up to 2.5-105 

External Reynolds number Reflm up to 1.310s 

Boundary layer thickness WD 0.5 
External turbulence level Tum < 2 % 
Internal turbulence level Tuc 1% 

pressure, high-temperature (HPHT) test facility. The coolant-
to-mainflow temperature ratio was 0.54 and kept constant for 
all test cases, which can be assumed to be representative for 
typical gas turbine applications. The operating conditions are 
shown in Table 1. Further details of the test rig design, the flow 
conditions, and on preliminary testing were given by Wittig et 
al. (1996). 

The film-cooling test rig consists of a primary loop represent
ing the external flow and a secondary loop representing the 
internal flow (see Fig. 1). 

Primary Loop. The air supplied by the HPHT test facility 
passes a metering orifice and flow straighteners before entering 
the test section through a LAVAL nozzle. The test section is 
90 mm in width and 41 mm in height. For the supersonic flow 
case, the height of the test section was reduced to 32 mm. The 
top wall opposite to the film-cooling hole exit had a sapphire 
window required for surface temperature measurements using 
an infrared (IR) camera system. 

A zero streamwise pressure gradient was set in the test section 
by adjusting the position of the upper test section wall. For the 
subsonic flow cases, the position of the top wall was adjusted 
for each blowing ratio considered. Contrary to the subsonic flow 
cases, this procedure was performed for the supersonic flow 
cases (Mam = 1.2) at zero coolant ejection (M = 0) and the 
position of the top wall was kept for all blowing ratios investi
gated. With coolant ejected, the pressure distribution was of 
course strongly altered by the formation of shock waves in the 
test section. 

Secondary Loop. Flow for the secondary loop is provided 
by the HPHT test facility, too. However, the total pressure in 
the secondary loop can be set independently from the primary 
loop. The flow in the secondary loop is driven by an additional 
blower. Thus, the Mach number can be set by adjusting the 
volume flow rate circulating in the secondary loop. The cross-
sectional area at the film-cooling hole is 60 mm in width and 
20 mm in height. Due to a ' 'closed-loop'' design of the second
ary loop, the flow rate through the film-cooling hole is obtained 

Coolant .supply channel 
(20mm x 60mm) 

Windows ram-cooliijghole 
(D= iOmm) 

Fig. 1 Film-cooling test section 

directly, independently of the crossflow rate. Very accurate 
measurements of the flow rate through the film-cooling hole 
were achieved. 

The orientation of the coolant supply passage with respect to 
the mainflow direction could be set within /? = 0 deg (parallel 
flow) to 90 deg (perpendicular flow) to account for the various 
flow configurations in cooled airfoils in relation to film-cooling 
holes as discussed by Hay et al. (1983). 

Film-Cooling Hole Geometries Tested. All tests were car
ried out using single, scaled-up film-cooling holes with an incli
nation angle of a = 30 deg. All holes were sharp edged and 
the interior surfaces were aerodynamically smooth. In total, 
three hole geometries (a cylindrical hole and two holes with an 
expanded exit portion) were tested (see Fig. 2) . The diameter 
of the cylindrical hole and the diameter of the cylindrical inlet 
section of the expanded holes was 10 mm. The length-to-diame
ter ratio LID was 6 for all hole geometries. The lateral expan
sion angle of both expanded holes was 14 deg, resulting in a 
hole width of 30 mm at the hole exit. The forward expansion 
angle of the laid-back fan-shaped hole was 15 deg, resulting in 
a hole length of 40 mm at the hole exit. The exit-to-entry area 
ratio of the fan-shaped and laid-back fan-shaped hole were 3.0 
and 3.1, respectively (areas perpendicular to hole axis). 

The hole geometries were decided in cooperation with the 
industrial partners involved in the present research program. 
The chosen geometry of the expanded holes is in agreement 
with the suggestion of Hay and Lampard (1995) that the length 
of the cylindrical section at the hole entrance of the expanded 
holes should be at least two hole diameters. This is to allow 
the flow to reattach before entering the expanded section and, 
therefore, to improve the diffusion of the flow. A large expan
sion angle would lead to an improved lateral coverage of the 
ejected film but flow separation in the diffuser section of the 
hole could occur. Therefore, the chosen expansion angle must 
be seen as a compromise. 

For the fan-shaped and the laid-back fan-shaped hole, the 
calculation of the blowing ratio was based on the inlet cross-
sectional area of these holes. Thus, the blowing ratio of the 
shaped holes can be directly compared to those of the cylindrical 

Nomenclature 

D = film-cooling hole diameter 
DR = coolant-to-mainflow density ratio 

/ = coolant-to-mainflow momentum 
flux ratio 

L = film-cooling hole length measured 
along the hole centerline axis 

M = blowing ratio 
Ma = Mach number 
ReD = Reynolds number based on hole 

diameter 
T, = total temperature 

TRec = recovery temperature 

Tu = turbulence intensity 
x = streamwise distance from down

stream edge of the film-cooling 
hole 

z = lateral distance from centerline of 
the film-cooling hole 

a = angle of hole inclination 
/? = angle of coolant supply passage 

orientation with respect to the 
mainflow direction 

<599 = boundary layer thickness, 99 per
cent point 

rj = local film-cooling effectiveness 
rj = laterally averaged film-cooling ef

fectiveness 

Subscripts 
AW = adiabatic wall conditions 

c = internal flow conditions 
CL = centerline 
m = external flow conditions 
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Fig. 2 Cylindrical, fan-shaped, and laid-back fan-shaped film-cooling hole geometries 

hole. The same blowing ratio is synonymous with same amount 
of coolant ejected if the mainflow conditions remain unchanged. 
This makes it more convenient to evaluate the effect of con
touring the hole. 

Each hole geometry was tested for a matrix of three internal 
Mach numbers (Mac = 0.0, 0.3, 0.6) and three external Mach 
numbers (Ma,„ = 0.3, 0.6, 1.2) over a range of blowing ratios. 

Adiabatic Wall Temperature Measurements. The test 
plate used for measuring adiabatic wall temperatures consisted 
of a high-temperature plastic material (TECAPEK) with a ther
mal conductivity of 0.2 W/mK and a maximum operating tem
perature of about 570 K. Surface temperatures were measured 
using both thermocouples placed on the surface of the test plate 
and an AGEMA 870 IR camera system. The IR camera system 
provided a two-dimensional distribution of the temperature on 
the plate surface. The image of the test plate surface was digi
tized into an array of 140 X 140 pixels. Accounting for the 
optical setup used with the IR camera, a spatial resolution 0.8 
mm X 0.8 mm per pixel could be achieved. The test plate 
surface was covered by black paint of a well-known emissivity 
of 0.95. The thermocouples placed on the plate surface were 
used for an in situ calibration of the IR camera system to in
crease the accuracy of the temperature measurements. Details 
of the in situ calibration procedure were given by Martiny et 
al. (1996). 

Since mainflow Mach numbers up to 1.2 were considered in 
the present study, viscous dissipation and compressibility ef
fects cannot be neglected. Therefore, the definition of the local 
film-cooling effectiveness r\ was based on the mainflow recov
ery temperature as a reference temperature 

r](x/D, zlD) 
TAW(xlD, z/D) - TR, 

T — T 
•*• t c 1 Rec,m 

The mainflow recovery temperature was measured on the test 
plate at a location not affected by the coolant ejection. 

Results and Discussion 
Preliminary tests were performed to check results of the pres

ent facility against previously published data presented by Sinha 
et al. (1991), Schmidt et al. (1996a), and Schmidt et al. 
(1996b). These references were chosen since the cylindrical 
hole geometries they used at high density ratios were similar 
to those applied in the present study. 

L/D DR Ma„, 

Present study 30° 6 1.85 0.3 
Schmidt et al. (1996a) 35° 4 1.6 <0.1 
Schmidt et al. (1996b) 30° 6 2.0 <0.1 
Sinha et al. (1991) 35° 1.75 1.6, 2.0 <0.1 

Figure 3 illustrates the good agreement between the present 
results and previously published data in terms of centerline 
effectiveness at moderate as well as high blowing ratios. The 
deviations of the different studies in the near-hole region at the 
moderate blowing ratio are believed to be due to differences in 
the experimental setup (i.e., hole inclination, hole length-to-
diameter ratio, density ratio, and boundary layer thickness), 
which would be most apparent close to the hole. At high blow
ing ratio, all studies indicate that the coolant jet is detached 
from the surface, resulting in a very low effectiveness. 

The main contributions to uncertainty in measuring the film-
cooling effectiveness were due to variations in blowing ratio 
(<5M = 2 percent). As pointed out by Schmidt et al. (1996a) 
the jet position relative to the wall is very sensitive to slight 
variations of the blowing ratio at high blowing ratios. Other 
uncertainty contributions include thermocouple measurements 
for coolant and recovery temperatures. As shown by Martiny 
et al. (1996) the maximum deviation of the temperatures mea
sured by means of the IR camera system from the temperatures 
of the surface thermocouples was less than 1.5 K. Combining 
these uncertainties results in an average uncertainty of 1.5 per
cent for the local and laterally averaged film-cooling effective
ness. The maximum uncertainty was calculated to be 8 percent. 
The uncertainty in setting the external and internal Mach num
ber was within 3 percent and in setting the temperature ratio 
was 1.5 percent. 

The results of the present investigation will be presented in 
terms of two-dimensional effectiveness distributions, stream-
wise and spanwise variations of the local effectiveness as well 
as streamwise variation of laterally averaged effectiveness. As 
a baseline case, a mainflow Mach number of Ma„, = 0.6 and a 

o> 0.4 -

4 6 
streamwise distance, x/D 

Fig. 3 Comparison of present results to published data 
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Fig. 4 Local effectiveness rj for the cylindrical, fan-shaped, and laid-back fan-shaped hole at M a m = 0.6, Ma„ = 0.0, and p = 0 deg 

coolant supply passage crossflow Mach number of Mac = 0.0 
(i.e., plenum condition) were chosen from the test matrix. For 
this flow configuration, the effect of hole geometry and blowing 
ratio will be shown. Furthermore, the effect of the mainflow 
Mach number, the coolant supply passage crossflow Mach num
ber as well as the coolant supply passage orientation on film-
cooling performance will be presented for all hole geometries 
and compared to the baseline case. 

Two-Dimensional Effectiveness Distribution. Figure 4 
shows the two-dimensional distribution of the film-cooling ef
fectiveness derived from IR camera images downstream of the 
baseline cylindrical hole, the fan-shaped hole, and the laid-back 
fan-shaped hole for three blowing ratios (M = 0.5, 1.0, and 
1.5). For the cylindrical hole the jet was found to be detached 
from the surface at the high blowing ratio {M = 1.5), resulting 
in a poor effectiveness. Decreasing the blowing ratio increases 
the effectiveness since the penetration of the jet into the main-
flow is reduced. The lateral spreading of the jet is very poor. 
For the fan-shaped hole, only a small separation zone was found 
in the vicinity of the hole exit for high blowing ratios indicated 
by a slight decrease of effectiveness. The spreading of the jet 
is much better compared to the cylindrical hole, but most of 
the jet is still ejected along the centerline, resulting in large 
gradient in lateral direction, at least for high blowing ratios. For 
the laid-back fan-shaped hole, the centerline effectiveness is 
lower compared to the fan-shaped hole. On the other hand, 
improved spreading of the cooling film compared to the fan-
shaped hole was found. The nonsymmetric character of the flow 
exiting both shaped holes will be discussed later. 

Effect of Hole Shape 

Local Effectiveness. Figure 5 presents centerline effective
ness for all three hole geometries, confirming the conclusions 
drawn from the two-dimensional effectiveness images. Figure 
6 shows the lateral distribution of effectiveness at xlD = 6. 
The lateral expansion of the jet ejected from the cylindrical hole 
is small compared to both expanded holes, as one would expect. 

The fan-shaped hole provides a high centerline effectiveness, 
but effectiveness decreases rapidly off-centerline. Increasing the 
blowing ratio has only a small impact on effectiveness at z/D 
> 1.25. For the laid-back fan-shaped hole, centerline effective
ness is lower compared to the fan-shaped hole, but the spreading 
of the jet is better, which leads to improved off-centerline effec
tiveness. 

Figure 7 presents centerline effectiveness plotted versus 
blowing ratio at streamwise locations xlD = 2, 6, and 10. 
Maximum centerline effectiveness for the cylindrical hole oc
curs at low blowing ratios; further increasing the blowing ratio 
leads to jet separation and, therefore, drastically reduced effec
tiveness. Maximum centerline effectiveness for the fan-shaped 
hole was found at a blowing ratio of about unity. Further in
creasing the blowing ratio leads only to a slight reduction of 
effectiveness. For the laidback fan-shaped hole no maximum 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

- J - cylindrical, M=0.50 
-e - cylindrical, M=1.00 
-a - cylindrical, M=1.50, 
-•*-• fanshaped, M=0.50 
-a - fanshaped, M=1.00 
-a - fanshaped, M=1.50 
"»• laidback, M=0.50 
-«-• laidback, M=1.00 
- a - laidback, M=1.50 

streamwise distance, x/D 

Fig. 
0.6, 

5 Centerline effectiveness r;Ct for the three holes tested at Ma„, 
Ma c = 0.0, and [i = 0 deg 
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Fig, 
0.6, 

6 Local lateral effectiveness rj for the three holes tested at Ma m 

Ma c = 0.0, and p = 0 deg 

3 4 5 
streamwise distance, x/D 

Fig. 
Ma„ 

8 Laterally averaged effectiveness f) for the three holes tested at 
, = 0.6, Ma„ = 0.0, and p = 0 deg 

effectiveness was found. Centerline effectiveness increases for 
all blowing ratios within the range considered. 

Laterally Averaged Effectiveness. To account for the lateral 
spreading of the jet, local film-cooling effectiveness values were 
averaged across the lateral range covered by the IR camera 
(z/D = ±2.75) resulting in laterally averaged effectiveness 

rj(x/D) = J_ 
5.5 

/•2.7S 

J-2.75 
r)(xlD, z/D)d(z/D) 

Figure 8 presents the laterally averaged film-cooling effec
tiveness plotted versus streamwise distance for the three hole 
geometries. Due to the fact that the jet ejected from the cylindri
cal hole penetrates far into the mainflow and the lateral spread
ing of the film downstream of the cooling hole is very limited, 
the film-cooling performance at a high blowing ratio is poor. 
For both expanded holes, effectiveness decreases monotonously 
with streamwise distance from the hole for all blowing ratios 
considered. The superiority of the expanded holes as compared 
to the cylindrical hole is clearly demonstrated. 

The differences between the fan-shaped and the laidback fan-
shaped hole are shown in Fig. 9 where laterally averaged effec
tiveness is plotted versus blowing ratio. Additionally performed 
temperature measurements showed a streamwise increase of the 
surface temperature in the laid-back portion of the laid-back 
fan-shaped hole. This is obviously due to mixing of hot main-
flow and coolant jet in the laid-back portion of the hole, which is 

exposed to the hot mainflow, revealing lower laterally averaged 
effectiveness as compared to the fan-shaped hole at low blowing 
ratios. For elevated blowing ratios, however, the performance 
of the laidback fan-shaped hole is better because of the limited 
lateral spreading of the jet ejected from the fan-shaped hole. 

Effect of Crossflow Mach Number at Hole Exit. Most 
previous film-cooling studies using flat test plates applied rela
tively low-speed mainflows and, therefore, didn't match en
ginelike conditions. To evaluate the effect of crossflow Mach 
number at the hole exit, the three test geometries were tested 
at three blowing ratios (M = 0.5, 1.0, 1.5) for three external 
crossflow Mach numbers (Ma,„ = 0.3, 0.6, 1.2). It is the first 
time that the effect of a supersonic crossflow on discrete hole 
flat plate film-cooling effectiveness was investigated. 

The results for the cylindrical hole (Fig. 10(a)) show that 
the laterally averaged film-cooling effectiveness is hardly af
fected by the crossflow Mach number for the subsonic test cases 
(Mam = 0.3 and 0.6) at all blowing ratios investigated, which 
corresponds to the findings of Liess (1975). The minor differ
ences are due to run-to-run variations of the blowing ratio, as 
discussed above. For the supersonic case (Ma,„ = 1.2), how
ever, the laterally averaged effectiveness was found to be in
creased as compared to the subsonic test cases. Two reasons can 
be identified for this behavior. The first reason is the drastically 
altered flowfield for the case of jet injection into a supersonic 
crossflow as discussed in previous studies (e.g., Spaid and Zu-

- * - cylindrical, x/D=2 
-a- cylindrical, x/D=6 
-a - cylindrical, x/D=10 
--*- fanshaped, x/D=2 
- » - fanshaped, x/D=6 

i- fanshaped, x/D=10 
laidback, x/D=2 

• laidback, x/D=6 
i laidback, x/Q=10 

0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 
blowing ratio, M 

Fig. 7 Effect of blowing ratio M on centerline effectiveness rjCL for the 
three holes tested at Ma m = 0.6, Ma c = 0.0, and p = 0 deg 
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Fig. 9 Effect of blowing ratio M on laterally averaged effectiveness fj 
for the three holes tested at Ma m = 0.6, Ma„ = 0.0, p = 0 deg 
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Fig. 10 Effect of mainflow Mach number Mam on the laterally averaged 
effectiveness J) for the three holes tested at Ma„ = 0.0 and p = 0 deg 

koski, 1968). The jet acts as an obstacle to the crossflow, caus
ing the generation of a bow shock upstream of the injection 
location. Approaching the bow shock, the boundary layer faces 
a positive pressure gradient, which leads to a separation of the 
boundary layer from the surface. At the separation location an 
additional weak shock is formed. Downstream of the injection 
location, the combined jet and crossflow is forced back to the 
surface by means of a recompression shock. Obviously, the 
shock-induced pressure field turns the ejected jet rapidly into a 
flow parallel to the surface. Therefore, film-cooling effective
ness is increased compared to subsonic test cases. This holds 

true particularly for higher blowing ratios since in these cases 
the lift-off of the jet is impeded by the shock-induced pressure 
field. Additionally, the second reason, the change in crossflow 
Mach number of course affects the local recovery temperature 
of the flow. A reduced Mach number in the vicinity of the 
injection location leads to a slightly increased film-cooling ef
fectiveness since the calculation of the effectiveness is based 
on the recovery temperature of the undisturbed crossflow. How
ever, this effect is rather small because the reduction of the 
Mach number is small since the speed of the undisturbed cross-
flow is close to sonic. 

For the expanded holes (Fig. 10(6) and 10(c)) the penetra
tion into the mainflow is not that pronounced as for the cylindri
cal hole as shown earlier (Thole et al., 1998). Therefore, the 
effect of a supersonic crossflow on film-cooling performance 
as described above is evident, but not as pronounced as for the 
cylindrical hole. For these holes, the results of the subsonic test 
cases differ somewhat, too. Two main reasons can be identified 
for this behavior. First, for the Mam = 0.6 test cases, an increased 
pressure ratio is needed to apply the same blowing ratio as 
compared to the Mam = 0.3 test cases. Laser light sheet flow 
visualization showed that the pressure ratio across the hole af
fects the coolant distribution in the hole exit plane: the higher 
the pressure ratio, the more coolant is ejected at the hole center-
line. Lateral spreading is reduced. This is particularly true for 
the fan-shaped hole at high blowing ratios. Second, further ex
periments, which are not presented here in detail, revealed that 
the jet tends to separate from one of the side walls in a certain 
low-pressure-ratio range in the diffuser section of the hole, as 
indicated by Fig. 4. The skewed cooling film ejected from the 
hole leads to a reduced laterally averaged film-cooling effective
ness. This behavior was found for the fan-shaped at low blowing 
ratios as well as for the laidback fan-shaped for all blowing 
ratios. This effect is mainly dominated by the relatively large 
expansion angle of these holes. This is, however, only a tempo
rary phenomenon since at even lower pressure ratios the flow 
becomes attached to both side walls, which is the range the 
diffuser operates at its best. 

Effect of Coolant Crossflow Mach Number and Orienta
tion. Thus far, none of the film-cooling studies reported have 
investigated the effect of crossflow at the hole entrance. A ple
num, widely used to feed the film-cooling holes, is not necessar
ily a correct means to represent the internal coolant supply 
passage of an airfoil. To evaluate the effect of coolant supply 
passage crossflow, three representative crossflow conditions 
were chosen from the test matrix. These comprise coolant pas
sage Mach numbers Mac = 0.0 (i.e., plenum condition) and 
Mac = 0.6. For the Mac = 0.6 case two different orientations 
of the coolant passage with respect to the mainflow were consid
ered: parallel (/3 = 0 deg) and perpendicular (/? = 90 deg). 

For the cylindrical hole (Fig. 11 (a ) ) , at the low blowing ratio 
applied, no effect of the flow conditions at the hole entrance was 
found. At elevated blowing ratios, however, cooling perfor
mance is significantly affected. As pointed out by Thole et al. 
(1997), the flow conditions at the hole entrance govern the jet 
velocity and turbulence intensity distribution in the hole exit 
plane. Measurements reported showed that for the case of high 
coolant passage crossflow Mach number, a separation region is 
formed at the windward side of the hole entrance, shifting the 
coolant jet to the leeward side. The jet is ejected from the hole 
on the leeward side at a shallow flow angle. For the case of 
plenum condition, however, a separation region is formed at 
the leeward side of the hole entrance, shifting the coolant jet to 
the windward side. The jet is ejected from the hole more on 
the windward side at a rather steep flow angle. This causes 
enhanced mixing with the hot crossflow and leads to a reduced 
film-cooling effectiveness, as shown in Fig. 11(a). Rotating 
the coolant supply passage to a perpendicular position keeps 
the jet closer to the wall, particularly at high blowing ratios, 
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Fig. 11 Effect of coolant supply passage Mach number Ma„ and orienta
tion p on the laterally averaged effectiveness f) for the three holes tested 
at Mam = 0.6 

leading to an improved lateral spreading as well as to an in
creased maximum effectiveness. 

For the fan-shaped hole (Fig. 11 (£>)) the effect of the coolant 
passage crossflow Mach number is not as pronounced as for 
the cylindrical hole. The trend holds true that the film-cooling 
effectiveness is improved for the high-Mach-number crossflow 
in the coolant passage. The effect of rotating the coolant supply 
passage to a perpendicular position is contrary to the cylindrical 
hole. Effectiveness is rather reduced since the flow entering the 
diffuser section of the hole is highly disturbed, resulting in a 
poor performance of the diffuser and, therefore, a reduced lateral 

spreading of the jet. For the laid-back fan-shaped hole (Fig. 
11 (c)) only at the high blowing ratio an effect of coolant cross-
flow Mach number and orientation could be detected. 

Figure 12 shows the two-dimensional effectiveness distribu
tion for the case of the coolant passage being rotated to a perpen
dicular position with respect to the mainflow. Coolant supply 
approach is from down to top. As can be seen, the maximum 
effectiveness either occurs on the upstream side with respect to 
the coolant flow approach (i.e., for the cylindrical and the laid-
back fan-shaped hole) resulting from a "reflection" of the jet 
inside the hole or on the downstream side (i.e., for the fan-
shaped hole). Further experiments showed that only for the 
cylindrical hole is the location of the maximum strongly depen
dent on blowing ratio. The general trend was that for high 
blowing ratios the maximum occurs on the downstream side 
and moves to the upstream side as the blowing ratio is reduced. 
For both expanded holes, the position of the maximum was not 
affected by the blowing ratio within the range considered. 

Conclusions 
An experimental investigation was conducted to determine 

the effect of hole geometry, including a cylindrical hole and 
two holes with a diffuser-shaped exit portion on film-cooling 
performance. At the hole exit side, crossflow Mach numbers up 
to 1.2 were considered. Additionally, the effect of internal cool
ant supply channel Mach number and orientation was investi
gated. The results showed that: 

• Holes with expanded exits show significantly improved 
film-cooling effectiveness as compared to a cylindrical 
hole, particularly at high blowing ratios. 

Fig. 12 Local effectiveness rj at Maro = 0.6, Ma„ = 0.6, M = 1.0, and /8 
= 90 deg: (a) cylindrical, {b) fan-shaped, (c) laid-back fan-shaped hole 
(coolant flow approach from down to top) 
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• The laid-back fan-shaped hole provides a better lateral 
spreading of the jet as compared to the fan-shaped hole 
and, therefore, leads to increased laterally averaged effec
tiveness, particularly at high blowing ratios. 

• Transonic crossfiow at hole exit side drastically alters the 
flowfield in the vicinity of the ejection location. Film-
cooling effectiveness is increased as compared to subsonic 
flow cases, particularly for the cylindrical hole. 

• Coolant crossfiow Mach number and orientation have a 
strong impact on film-cooling performance in the near-
hole region. Therefore, crossfiow at the hole entrance side 
has to be taken into account when modeling film-cooling 
at engine representative conditions. 
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Discharge Coefficient 
Measurements of Film-Cooling 
Holes With Expanded Exits 
This paper presents the discharge coefficients of three film-cooling hole geometries 
tested over a wide range of flow conditions. The hole geometries include a cylindrical 
hole and two holes with a diffuser-shaped exit portion (i.e., a fan-shaped and a 
laidback fan-shaped hole). The flow conditions considered were the crossflow Mach 
number at the hole entrance side (up to 0.6), the crossflow Mach number at the hole 
exit side (up to 1.2), and the pressure ratio across the hole (up to 2). The results 
show that the discharge coefficient for all geometries tested strongly depends on the 
flow conditions (crossflows at hole inlet and exit, and pressure ratio). The discharge 
coefficient of both expanded holes was found to be higher than of the cylindrical 
hole, particularly at low pressure ratios and with a hole entrance side crossflow 
applied. The effect of the additional layback on the discharge coefficient is negligible. 

Introduction 

Correctly sizing film-cooling holes is critical in achieving the 
necessary cooling for gas turbine nozzle guide vanes and rotor 
blades. High blowing rates can result in inefficient use of turbine 
working fluid, as well as reduced cooling effectiveness because 
of jet detachment. Low blowing rates also result in reduced 
cooling effectiveness and blade areas with high thermal loads. 
Discharge coefficients, needed to determine actual film-cooling 
blowing ratios and momentum flux ratios, are dependent on 
hole geometry as well as inlet and exit flow conditions. 

Most of the data that have been presented in the literature 
with regard to discharge coefficients of film-cooling holes have 
been reported by researchers at the University of Nottingham, 
i.e., studies by Hay et al. (1983, 1994a, b) , and Hay and Lamp-
ard (1995). Based on their results, the discharge coefficient 
scaled best with the total coolant-to-static mainstream pressure 
ratio. They found discharge coefficients to be strongly depen
dent on internal crossflow conditions with only weak depen
dence on external crossflow conditions within the range consid
ered. A review of published data on discharge coefficients for 
film-cooling applications was given recently by Hay and Lamp-
ard(1998). 

The geometry of the film-cooling holes has received recent 
attention in attempts to optimize the film-cooling parameters 
(e.g., Goldstein et al , 1974; Makki and Jakubowski, 1986; 
Schmidt et al , 1996; Sen et al., 1996). Haller and Camus 
(1984) performed aerodynamic loss measurements on a two-
dimensional transonic cascade. Holes with a spanwise flare 
angle of 25 deg were found to offer significant improvements in 
film-cooling effectiveness without any additional loss penalty. 
Film-cooling holes with a diffuser-shaped expansion at the exit 
portion of the hole are believed to improve the film-cooling 
performance on a gas turbine blade. The increased cross-sec
tional area at the hole exit compared to a standard cylindrical 
hole leads to a reduction of the mean velocity and, thus, of 
the momentum flux of the jet exiting the hole. Therefore, the 
penetration of the jet into the mainflow is reduced, resulting in 
an increased cooling efficiency. Furthermore, lateral expansion 
of the hole provides an improved lateral spreading of the jet, 
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leading to a better coverage of the airfoil in the spanwise direc
tion and a higher spanwise averaged film-cooling efficiency. 

Flowfield measurements performed by Thole et al. (1998) 
showed that jet penetration as well as velocity gradients in 
the mixing region were significantly reduced for holes with 
expanded exits as compared to cylindrical holes at the same 
blowing rate. Peak turbulence levels were found downstream 
of the hole exit for the cylindrical hole and in the hole exit 
plane for the expanded holes. In a companion paper (Gritsch 
et al., 1998), film-cooling effectiveness measurements are pre
sented for the same hole geometries as investigated in the pres
ent paper. Both expanded holes show significantly improved 
thermal protection as compared to the cylindrical hole. The 
laidback fan-shaped hole provides a better lateral spreading of 
the film ejected from the hole than the fan-shaped hole, which 
leads to higher laterally averaged film-cooling effectiveness. 

So far, only Hay and Lampard (1995) have reported on dis
charge coefficients for shaped cooling holes. They investigated 
cylindrical holes with a lateral expansion angle of 12.5 deg 
(flared holes) and holes with an additional layback of 7.5 deg. 
It was found that the discharge coefficient of flared holes is 
higher than for cylindrical holes. The layback did not further 
increase the discharge coefficient. However, they concentrated 
on very moderate mainflow Mach numbers up to 0.3 and did 
not report on any discharge coefficients for a film-cooling hole 
exposed to crossflows at both the hole entrance and exit side. 

This study presents discharge coefficients for three hole ge
ometries tested over a wide range of enginelike flow conditions. 
These comprise external Mach numbers up to 1.2, internal Mach 
numbers up to 0.6, and pressure ratios across the film-cooling 
hole up to 2. The hole geometries chosen for the present study 
are two holes with a cylindrical inlet portion and a diffuser-
shaped exit portion and, for reasons of comparison, a cylindrical 
hole. One of the holes with the diffuser-shaped exit portion is 
additionally expanded in the mainflow direction by a layback. 
Since a wide range of flow conditions is covered by the present 
study, the data can be used either to derive correlations (Gritsch 
et al , 1997) or to validate CFD codes (Giebert et al , 1997). 

Experimental Apparatus 
The present investigation was carried out in a continuous flow 

wind tunnel at the Institut filr Thermische Stromungsmaschinen 
(ITS), Karlsruhe. Details of the experimental facility can be 
found in Wittig et al. (1996). The air supply was furnished by a 
high-pressure, high-temperature (HPHT) test facility. The film-
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Fig. 1 Film-cooling test section 

cooling test rig consists of a primary loop representing the 
external flow and a secondary loop representing the internal 
flow of an airfoil (see Fig. 1). 

Primary Loop. The air supplied by the HPHT test facility 
passes a metering orifice and flow straighteners before it enters 
the test section through a LAVAL nozzle. The test section is 
90 mm in width and 41 mm in height. For supersonic flow 
conditions the height is reduced to 32 mm. Using an adjustable 
upper wall, a zero pressure gradient in streamwise direction is 
set in the test section. 

Preliminary tests were performed to evaluate the effect of 
the coolant-to-mainflow temperature ratio on the discharge coef
ficient. No measurable effect of temperature ratio on discharge 
coefficient was found in the range of 0.54 < T,cIT,m < 1 as 
long as the external Mach number is matched. Therefore, the 
reported measurements were conducted with a mainflow tem
perature being equal to the coolant flow temperature of about 
290 K. 

Secondary Loop. Flow for the secondary loop is also pro
vided by the HPHT test facility. However, the total pressure in 
the secondary loop can be set independently from the primary 
loop. The flow in the secondary loop is driven by an additional 
blower. Thus, the Mach number can be set by adjusting the 
volume flow rate circulating in the secondary loop. The cross-
sectional area at the film-cooling hole is 60 mm in width and 
20 mm in height. Due to a "closed loop" design of the second

ary loop, the flow rate through the film-cooling hole is obtained 
directly, independently of the crossflow rate as presented by 
Wittig et al. (1996). Therefore, very accurate measurements of 
the flow rate through the film-cooling hole, which are imperative 
for an exact determination of the discharge coefficient, were 
achieved. 

For all tests presented in the present paper, primary and sec
ondary loop were parallel to each other, representing a flow 
condition usually found in the midportion of nozzle guide vanes. 

Film-Cooling Hole Geometries Tested. All tests were car
ried out using single scaled-up film-cooling holes with an incli
nation angle of a = 30 deg. In total, three hole geometries (one 
cylindrical hole and two expanded holes) were tested (see Fig. 
2). All holes were sharp edged and the internal surfaces were 
aerodynamically smooth. The diameter of the cylindrical hole 
and the diameter of the cylindrical inlet section of the expanded 
holes was 10 mm. The length-to-diameter ratio L/D was 6 for 
all hole geometries. The lateral expansion angle of both ex
panded holes was 14 deg, resulting in a hole width of 30 mm 
at the hole exit. The forward expansion angle of the laidback 
fan-shaped hole was 15 deg, resulting in a hole length of 40 
mm at the hole exit. The exit-to-entry area ratio of the fan-
shaped and laidback fan-shaped hole were 3.0 and 3.1, respec
tively (areas perpendicular to hole axis). 

The hole geometries were decided in cooperation with the 
industrial partners involved in the present research program. 
The chosen geometry of the expanded holes is in agreement 
with the suggestion of Hay and Lampard (1995) that the length 
of the cylindrical section at the hole entrance of the expanded 
holes should be at least two hole diameters. This is to allow 
the flow to reattach before entering the expanded section and, 
therefore, to improve the diffusion of the flow. A large expan
sion angle would lead to an improved lateral coverage of the 
ejected film, but flow separation in the diffuser section of the 
hole could occur. Therefore, the chosen expansion angle must 
be seen as a compromise. 

Each hole geometry was tested for a matrix of three internal 
Mach numbers (Mac = 0.0, 0.3, 0.6) and four external Mach 
numbers (Mam = 0.0, 0.3, 0.6, 1.2) over a range of pressure 
ratios 1 < p,clpm < 2. Moreover, each hole geometry was tested 

Fig. 2 Cylindrical, fan-shaped, and laidback fan-shaped film-cooling hole geometries 

Nomenclature 

CD — discharge coefficient 
D = film-cooling hole diameter 
L = film-cooling hole length measured 

along the centerline axis 
Ma =Mach number 
m = mass flow rate through the film-

cooling hole 

p = static pressure 
p, = total pressure 
R = gas constant 

ReD = Reynolds number based on film-
cooling hole diameter 

T, = total temperature 
Tu = turbulence intensity 

a = angle of hole inclination 
K - ratio of specific heats 

Subscripts 
c = internal flow conditions 
m = external flow conditions 
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Table 1 Operating conditions of the film-cooling test rig 

Internal pressure Pic up to 2 Bars 
Internal Temperature T«c 290 K 
Pressure ratio P«c/Pm 1 . . . 2 
Temperature ratio Ttc/Tjm 1 
Internal Mach number Mac 0 . . .0.6 
External Mach number Mam 0 . . .1.2 
Internal Reynolds number Rerjc up to 2.5-105 

External Reynolds number Ren™ up to 2.1-105 

Internal turbulence intensity Tuc 1 % 
External turbulence intensity Tum <1.5 % 

at four pressure ratios: p,c/pm = 1.1, 1.25, 1.4, 1.6 over a range 
of internal Mach number Mac = 0.0 to 0.6 with no external 
crossflow applied (Mam = 0.0). The operating conditions con
sidered for the present investigation are shown in Table 1. 

Definition of the Discharge Coefficient 

The discharge coefficient CD is the ratio of actual mass flow 
rate to ideal mass flow rate through the film-cooling hole. The 
ideal mass flow rate is calculated assuming an isentropic one-
dimensional expansion from the total pressure in the secondary 
loop ptc to the static pressure in the primary loop pm. This leads 
to 

CD = -

Ptc 
Ptc 

2K 

(K - l)RT,c 4 
•D2 

For the fan-shaped and the laidback fan-shaped holes, the dis
charge coefficient was based on the ideal mass flow rate through 
a cylindrical hole having the same diameter as the inlet section 
of the shaped holes. Thus, the discharge coefficient of the ex
panded holes can be directly compared to those of the cylindri
cal holes. This makes it more convenient to evaluate the effect 
of contouring the hole, but is a deviation from the classic defini
tion of the discharge coefficient. 

The total pressure and temperature in the coolant channel 
were measured 1D upstream of the cooling hole inlet with a 
probe located 2D off channel centerline. The static pressure in 
the mainstream was measured at the side wall 10D upstream 
of the hole exit for the subsonic flow case and at the top wall 
opposite the hole exit for the supersonic flow case. 

Estimates of Accuracy 
Uncertainties were estimated following the procedure given 

by Kline and McClintock (1953). The uncertainty in the values 
of CD primarily resulted from the uncertainty in measuring the 
actual flow rate through the film-cooling hole and the uncer
tainty in determing the ideal flow rate. Due to the fact that the 
secondary loop was designed as a closed loop, the actual flow 
rate could be measured for all flow cases directly using a stan
dard orifice leading to an uncertainty of 2.5 percent except for 
very low mass flow rates. The uncertainty in determining the 
ideal flow rate was calculated to be much less than 2 percent, 
except for very low pressure ratios. Overall, the uncertainty in 
the values of CD was found to be less than 2 percent in most 
of the cases considered, increasing for low pressure ratios and 
mass flow rates up to 4.5 percent. 

Results and Discussion 

Cylindrical Hole. Although discharge coefficients of a 30 
deg inclined cylindrical hole have been reported before by oth
ers, they will be presented here for two reasons. First, the studies 
conducted before only document a limited range of operational 
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Fig. 3 Discharge coefficient C D of the cylindrical hole at Ma c = 0.0 
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Fig. 4 Discharge coefficient C 0 of the cylindrical hole at Ma c = 0.3 
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Fig. 5 Discharge coefficient CD of the cylindrical hole at Ma„ = 0.6 

conditions, particularly when the crossflow Mach numbers were 
quite moderate. Therefore, in the present study discharge coef
ficients of a 30 deg inclined cylindrical hole were measured 
over a wide range of crossflow Mach numbers. Second, it will 
serve as a baseline case to compare the discharge coefficients 
of the expanded holes to. 

For zero external and internal crossflow only a weak depen
dence of the discharge coefficient CD on the pressure ratio 
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PtJPm was found (Fig. 3) . There is a slight increase of the 
discharge coefficient CD of about 10 percent when the pressure 
ratio p,Jpm is raised from 1 to 2. This effect, which doesn't 
occur for incompressible flows (Lichtarowicz et al., 1965) is 
believed to be due to a pressure ratio effect on the cross-sec
tional area of the vena contracta formed at the hole inlet and 
was reported by others before (e.g., Jackson, 1963; Hay et al., 
1994b). 

Figures 3-5 show the effect of external crossflow Mach num
ber. While the internal crossflow Mach number was kept con
stant four different external Mach numbers (Mara = 0, 0.3, 0.6, 
and 1.2) were tested over a range of pressure ratios 1 < p,clpm 

< 2. The effect of external crossflow is to decrease the discharge 
coefficient CD. This effect is more pronounced at low pressure 
ratios and high external crossflow Mach numbers Mam. At high 
pressure ratios and low external crossflow Mach numbers, how
ever, the discharge coefficient is almost not affected by the 
external crossflow. This effect is independent of the internal 
crossflow Mach number. Previous studies have reported only a 
negligible effect of the external crossflow Mach number since 
they investigated only a very limited range of external crossflow 
Mach numbers. Note that higher pressure ratios are required 
to have positive coolant flow through the hole as the internal 
crossflow Mach number Mafc is increased. 

Figure 6 presents the effect of internal crossflow Mach num
ber on the discharge coefficient for the case of no external 
crossflow. For each pressure ratio an internal crossflow Mach 
number exists for which the discharge coefficient CD is at an 
optimum. This internal crossflow Mach number Macopl is lower, 
the lower the pressure ratio. However, the level of optimum 
discharge coefficient is almost not affected by the pressure ratio. 

As clearly indicated by flowfield measurements inside the 
cooling hole, reported by Thole et al. (1997), the size and 
location of the separation region at the entrance of the cooling 
hole strongly depend on the crossflow Mach number at the hole 
entrance side. For the case of no crossflow at the hole entrance 
side, a separation region was found at the downstream edge of 
the cooling hole. This separation region moves to the upstream 
edge of the hole for an elevated crossflow Mach number Mac 

= 0.5. For a medium Mach number Mac = 0.3, most of the jet 
was found in the center of the hole, indicating that the effect 
of the separation region is very small, if there is a separation 
region at all. This is proved by the drastically decreased turbu
lence levels inside the hole of the Mac = 0.3 flow case as 
compared to the Mac = 0 and Mac = 0.5 flow cases. Those 
findings were confirmed by the present discharge coefficient 
measurements. The peak value discharge coefficient occurs at 
a crossflow Mach number Mac,op, for which the flow enters the 
hole without jet separation taking place. If a crossflow Mach 

1.4 1.6 
pressure ratio, pt0/pm 

Fig. 8 Discharge coefficient CD of the fan-shaped hole at Mac = 0.3 

Fig. 9 Discharge coefficient CD of the fan-shaped hole at Mac = 0.6 

number applied is lower than Mac,opt jet separation occurs at 
the downstream edge of the hole inlet; if it is higher than Mac,opt 

jet separation occurs at the upstream edge of the hole inlet, 
both producing additional losses and, therefore, resulting in 
decreased discharge coefficients. 

Fan-Shaped Hole. Figures 7-10 present the discharge co
efficient measurements for the fan-shaped hole. For the zero 
external and internal crossflow case the discharge coefficient 
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Fig. 11 Discharge coefficient CD of the laidback fan-shaped hole at 
Ma0 = 0.0 

was found to be almost independent of the pressure ratio, indi
cating that the flow through the hole is choked even at low 
pressure ratios. With an external crossflow applied, two flow 
regimes can be identified. For high pressure ratios the external 
crossflow doesn't affect the discharge coefficient at all. For low 
pressure ratios, however, external crossflow leads to decreased 
discharge coefficients. The reduction of the discharge coeffi
cient is more pronounced at elevated crossflow Mach numbers. 
This extends the findings of Hay and Lampard (1995), who 
reported that external crossflow has no effect on the discharge 
coefficient since they only investigated crossflow Mach num
bers up to 0.3. 

With internal crossflow applied the behavior of the fan-
shaped hole differs significantly from the cylindrical hole. For 
low pressure ratios, the discharge coefficient was found to be 
increased as compared to high pressure ratios. Discharge coef
ficients exceeding unity were measured indicating that the actual 
flow rate through the hole is even higher than the ideal flow 
rate through a cylindrical hole with the same inlet cross-sec
tional area due to pressure recovery in the diffuser section of 
the hole. The peak discharge coefficient of the Mac = 0.3 case 
occurring at a pressure ratio of 1.07 is 40 percent increased 
compared to the case of zero internal crossflow. Further increas
ing of the pressure ratio leads to a decrease of the discharge 
coefficient, reaching a plateau value for high pressure ratios, 
being about 10 percent increased compared to the zero internal 
crossflow case. 

This clearly demonstrated that the diffuser section of the hole 
operates best in the low pressure ratio range resulting in a high 
pressure recovery and, thus, high discharge coefficients. For 
elevated pressure ratios the flow entering the diffuser section 
separates from the diffuser walls reducing the pressure recovery 
and the discharge coefficients. Obviously, for the zero crossflow 
case a separation region at the downstream edge at the hole inlet 
leads to a highly disturbed flow entering the diffuser section of 
the hole. In this case no pressure recovery can be detected. 

The effect of internal crossflow is much more pronounced 
than reported by Hay and Lampard (1995). They found only 
a very weak increase in discharge coefficient of about 5 percent 
for an internal Mach number of 0.3. A possible explanation is 
that the length of the cylindrical inlet portion of the hole is 2D 
in the present study compared to AD in their study. In the 
present case, the flow expanding behind the inlet vena contracta 
might enter the diffuser-shaped section of the hole as a diverging 
streamtube, which supports the diffusing process and, therefore, 
leads to drastically elevated discharge coefficients. 

For very low pressure ratios and high internal crossflow Mach 
numbers (Mac = 0.6), an effect was identified occurring due 
to the fact that the flow rate through the hole is extremely 

Fig. 12 Discharge coefficient CD of the laidback fan-shaped hole at 
Ma„ = 0.3 
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Fig. 13 Discharge coefficient CD of the laidback fan-shaped hole at 
Ma0 = 0.6 

sensitive to the pressure ratio applied, which becomes obvious 
by the steep gradient of the discharge coefficient. Additionally, 
the flow through the hole itself affects the pressure in the coolant 
supply channel, since an incremental increase of the pressure 
ratio results in a drastic increase of the discharge coefficient 
and mass flow rate through the hole. The increase of the mass 
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Fig. 16 Effect of hole shape at Ma„, = 0.3 
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Fig. 15 Effect of hole shape at M a m = 0.0 Fig. 17 Effect of hole shape at Ma m = 0.6 

flow rate, however, reduces the pressure in the coolant supply 
channel causing a double bend of the curves. This leads to an 
unstable flow regime in this pressure ratio range. Since this 
unstable flow regime occurs in a pressure range close to that 
of optimum diffuser performance, caution must be noted to 
designers in this area. A design may perform well at one point, 
but may be disastrous at another. 

Figure 10 illustrates that the discharge coefficient is strongly 
affected by both pressure ratio and internal crossflow Mach 
number. The peak value of the discharge coefficient is higher, 
the lower the pressure ratio. For each pressure ratio an optimum 
internal crossflow Mach number can be identified to reduce 
losses at the hole entrance, thus leading to high discharge coef
ficients. 

Laidback Fan-Shaped Hole. Figures 11-14 present the 
discharge coefficient measurements for the laidback fan-shaped 
hole. It was found that adding an additional forward expansion 
to the hole only slightly affects the behavior of the hole geome
try in terms of discharge coefficient. Of course, the layback 
doesn't play an important role for the jet-crossflow interaction 
at the hole inlet and for the jet diffusion in the laterally expanded 
portion of the hole. The results of the present study show, that 
the altered jet-crossflow regime at the exit of the laidback fan-
shaped hole doesn't affect the discharge coefficient, as com
pared to the fan-shaped hole. 

Effect of Hole Geometry on the Discharge Coefficient. 
Figures 15-18 present a comparison of the discharge coeffi
cients for all hole geometries considered in the present study. 

• Effect 0lhpj9..9flap9.... 
Mam=1.Z 

Fig. 18 Effect of hole shape at Ma„, = 1.2 

For zero external and internal crossflow, the discharge coeffi
cient was up to 10 percent increased for the expanded holes 
compared to the cylindrical hole. With an internal crossflow 
applied, a profound increase of the discharge coefficient for 
both expanded holes as compared to the cylindrical hole was 
found. In this case, at low pressure ratios the discharge coeffi
cient CD is more than 50 percent increased compared to the 
cylindrical hole and more than 40 percent increased compared 
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to the expanded holes without internal crossflow. This is due 
to the pressure recovery taking place in the diffuser section of 
the hole. It can be seen very clearly that this flow regime only 
exists for low pressure ratios. At elevated pressure ratios, the 
pressure recovery is reduced, leading to a moderate decrease of 
the discharge coefficient with pressure ratio. These findings hold 
true for all external crossflow Mach numbers considered. 

The discharge coefficient CD for the laidback fan-shaped hole 
was found to be very close to the fan-shaped hole for all cases 
investigated. This was already indicated by the flowfield mea
surement reported by Thole et al. (1998) who showed that the 
flowfields of both expanded holes were very similar. However, 
as presented in a companion paper (Gritsch et al., 1998), the 
laidback fan-shaped hole offers improved thermal protection as 
compared to the fan-shaped hole due to the better lateral spread
ing of the film being ejected from the hole. 

Conclusions 

A study was performed to acquire discharge coefficients of 
holes with expanded exits over a wide range of hole inlet cross-
flow Mach numbers, hole exit crossflow Mach numbers, and 
pressure ratios across the hole. Additionally, a cylindrical hole 
was tested as a basis of comparison. It can be concluded from 
this study that 

1 Discharge coefficients of all hole geometries investigated 
strongly depend on the flow configuration (i.e., combination 
of internal crossflow Mach number, external crossflow 
Mach number, and pressure ratio). 

2 Discharge coefficients of both expanded holes are higher 
than of the cylindrical hole with the same flow conditions 
applied. This effect is more pronounced at low pressure 
ratios and with an internal crossflow applied. 

3 Minimum pressure losses and, thus, optimum discharge co
efficients for both expanded holes will be achieved by 
applying: 

• low pressure ratios to avoid jet separation in the diffuser 
section of the hole, and 

• an internal crossflow Mach number adjusted to the pres
sure ratio to avoid jet separation at the hole entrance 
(Figs. 10 and 14). 

But caution must be noted to designers for the case of off-
design operation at even lower pressure ratios due to the 
steep gradients in this area. 

4 The performance of the fan-shaped and the laidback fan-
shaped hole in terms of discharge coefficient is very similar. 

5 High external crossflow Mach numbers at the hole exit lead 
to significantly reduced discharge coefficients, particularly 
at low pressure ratios for all geometries. 

6 For the cylindrical hole optimum discharge coefficients are 
(almost) independent of the pressure ratio (Fig. 6) . 
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Measurements of Heat Transfer 
Coefficients and Friction Factors 
in Passages Rib-Roughened on 
All Walls 
A liquid crystal technique was used to measure heat transfer coefficients in twelve 
test sections with square and trapezoidal cross-sectional areas representing blade 
midchord cooling cavities in a modern gas turbine. Full-length ribs were configured 
on suction side as well as pressure side walls while half-length ribs were mounted 
on partition walls between adjacent cooling cavities. Ribs were in staggered arrange
ments with a nominal blockage ratio of 22 percent and an angle of attack to the 
mainstream flow, a, of 90 deg. Heat transfer measurements were performed on the 
roughened walls with full-length as well as half-length ribs. Nusselt numbers, friction 
factors, and thermal performances of all geometries are compared. The most im
portant conclusion of this study is that the roughening of the partition walls enhances 
the heat transfer coefficients on those walls but, more importantly, enhances heat 
transfer coefficients on the primary walls considerably. 

Introduction 

Various methods have been developed over the years to keep 
turbine blade metal temperatures below critical levels. A main 
objective in turbine blade cooling design is to achieve maximum 
heat transfer coefficients while minimizing the coolant flow 
rate. One such method is to route coolant air through serpentine 
passages within the airfoil and convectively remove heat from 
the blade. The coolant is then ejected either at the tip of the 
blade, through the cooling slots along the trailing edge or the 
cooling holes on the airfoil surface. Heat transfer coefficients 
in the cooling passages can be increased by roughening their 
walls. One such method, used over the past thirty years in 
internal cooling passages, is to mount ribs on the channel walls. 
These ribs, also called turbulators, increase the level of mixing 
of the cooler core air with the warmer air close to the channel 
wall, thereby enhancing the cooling capability of the passage. 

Geometric parameters such as channel aspect ratio (AR), rib 
height-to-passage hydraulic diameter or blockage ratio (elDh), 
rib angle of attack (a), the manner in which the ribs are posi
tioned relative to one another (in-line, staggered, crisscross, 
etc.), rib pitch-to-height ratio (S/e) and rib shape (round versus 
sharp corners, fillets, rib aspect ratio (AR,), and skewness to
ward the flow direction) have pronounced effects on both local 
and overall heat transfer coefficients. Some of these effects 
have been studied by different investigators, such as Abuaf 
and Kercher (1994), Burggraf (1970), Chandra et al. (1988), 
Chandra and Han (1989), Han (1994), Han et al. (1978, 1985, 
1992), Hwang and Liou (1995), Metzger et al. (1983, 1990), 
Taslim and Spring (1988a, b) , Taslim et al. (1991, 1995), 
Webb et al. (1971), and Zhang et al. (1994). The available 
data in the open literature, however, are mostly for the cases in 
which the square or rectangular cooling cavities are roughened 
on two opposite walls adjacent to the blade suction and pressure 
sides. Experimental data on heat transfer and pressure drop for 
the leading and trailing edge cooling cavities are previously 
reported by these and other investigators. This report, however, 

concentrates on the midchord cooling cavities. These cavities, 
as shown in Fig. 1 for a typical modern blade, have cross-
sectional areas that can be simulated by square, rectangular, or 
trapezoidal shapes. These midchord cavities are conventionally 
rib-roughened on the primary walls (pressure and suction 
sides). In this study, in an effort to enhance the heat transfer 
coefficients further on the primary walls, ribs are also mounted 
on the partition walls. It will be shown that the mere presence 
of the ribs on the partition walls causes considerable enhance
ment in heat transfer coefficient on the primary walls. The com
bination of ribs on the primary as well as partition walls alters 
the flow field in the channel and promotes the level of mixing 
of the cooler core air with the warmer near-wall air. It should 
be noted that enhancing the heat transfer coefficients on the 
partition walls may change the metal temperature gradients and 
consequently the thermal stresses on those walls. However, the 
benefits gained on the pressure and suction sides usually over
shadow any effects from these changing thermal gradients. 
Proper positioning of the ribs on the partition walls is another 
important issue. Since these and other authors' previous work in 
this area showed that a staggered rib arrangement is a preferred 
orientation, it was decided to mount the ribs on the primary 
walls in a staggered arrangement. A pitch-to-height ratio of 8.5 
was chosen as an optimum value presented by these and other 
investigators for ribs with 90 deg angle of attack. Ribs on the 
partition walls, however, span half of the partition width and 
originate from the pressure and suction sides in an alternative 
fashion, as shown in Fig. 3. The main objective of this study 
was to measure and compare the heat transfer coefficient as well 
as the friction factors for two channels of square and trapezoidal 
cross-sectional areas roughened on two, three, or four walls with 
twelve different rib geometries. With the increasing demand for 
high levels of heat transfer coefficient in cooling cavities, the 
ribs on the partition walls offer a great bonus both in terms of 
added heat transfer area, and (by altering the flow field) produc
ing high levels of heat transfer enhancement on all passage 
walls. 

Contributed by the International Gas Turbine Institute and presented at the 41st 
International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-355. Associate Technical Editor: J. N. Shinn. 

Test Sections 

Figures 2 and 3 show schematically the layouts, rib geome
tries, and cross-sectional areas of the two test sections. Table 1 
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Fig. 2 Channel cross-sectional and rib geometries 

contains the specifications of the twelve rib geometries tested 
in this investigation. A liquid crystal technique was employed 
to measure the heat transfer coefficients between pairs of ribs 
in these test sections (Moffat, 1990). In this technique, the most 
temperature-sensitive color displayed by the liquid crystals is 
chosen as the reference color corresponding to a known temper-

Fig. 3 Schematic of a test setup and rib arrangements 

ature. By sensitive variation of the Ohmic power to a constant 
heat flux thin foil heater beneath the liquid crystals, the refer
ence color is moved from one location to another such that the 
entire area between two ribs is eventually covered with the 
reference color at constant flow conditions. This process results 
in a series of photographs, each corresponding to a certain loca
tion of the reference color. The area covered by the reference 
color for each photograph is then measured and an area-
weighted average heat transfer coefficient is calculated along 

N o m e n c l a t u r e 

a = channel straight sidewall (Fig. 2) 
b — channel width (Fig. 2) 
c = channel base (Fig. 2) 
A = cross-sectional area without ribs 

AR = channel aspect ratio {—bla for 
rectangular, (b + c)l2a for trape
zoidal) 

AR, = rib aspect ratio (e/w) 
Dh = hydraulic diameter based on the 

cross-sectional area without ribs = 
AAIP 

e = rib height 
/ = Darcy friction factor = 

AP(D„/L)/(\/2pUl) 

f = Darcy friction factor in an all-
smooth-wall channel 

h = average heat transfer coefficient 
between a pair of ribs 

k = air thermal conductivity 
L = length of the roughened portion of 

the test section 
Nu = average Nusselt number between 

a pair of ribs = hDhlk 
Nu, = Nusselt number in a smooth pas

sage 
P = channel perimeter without ribs 
r = rib rounded corner radius 

Re = Reynolds number = pUmDhl\i 

S = rib pitch (center-to-center) 
Tf = film temperature = 0.5(T, + Tm) 
T„, = air mixed mean temperature 
Ts = surface temperature 

U„, = air mean velocity 
w = rib width 
X = distance between camera and test 

section entrance 
a = angle of attack 
p = air dynamic viscosity 

AP = pressure differential across the 
roughened portion of the test sec
tion 

p = air density 
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Table 1 Geometric specifications 

Test e {mm) rle «/*>» S/e AR ARt Remarka 

1 16.61 0.0 0.21a 8.S ).0 1.0 Rlba on two walla, baaa 

2 ie.ei 0.191 osia a.s 1.0 1.0 Rlba on two walla 

3 16.61 0.191 0.218 a.62 1.0 1.47 Rlba on two walla 

4 16.61 0.191 0.21a 8.5 1.0 1.0 Rlba on four walla 

S 16.61 0.191 0.218 8.5 1.0 1.0 Rlba on four walla, nom. 

e 15.40 0.266 0.203 9.11 1.0 0.87 Rlba on tour walla, mln. 

7 17.73 0.224 0.233 7.97 1.0 1.0 Rlba on four walla, max. 

a 16.61 0.191 0.2(8 8.S 1.0 1.0 Rlba on four walla 

a 12.11 0.164 0.21 S a.s Trapezoid 1.0 Rlba on two walla, baae 

10 12.11 0.164 0.213 8.5 Trapezoid 1.0 Rlba on three walla 

n 12.11 0.164 0.218 8.S Trapezola 1.0 Rlba on four walla, nom. 

12 11.23 0.212 0J202 9.16 Trapezoid 0.87 Rlba on four walla, mln. 

a = 90° for all tests 

with the iso-Nu contours (contours of constant Nusselt num
ber). Details of this process are explained in the procedure 
section. Among the advantages of liquid crystal thermography 
is to depict the flow "footprints" and local values of heat 
transfer coefficient on the surface under investigation. This si
multaneous "flow visualization" enhances the understanding 
of the underlying physics and helps the investigator in interpre
tation of the results. Furthermore, unexpected asymmetries in 
flow are revealed as well as the slightest heat and flow leaks, 
nonuniformities in surface heat flux, imperfections associated 
with the attachment of the heater to the test section surface, and 
nonuniformities in wall material thermal conductivity. Coolant 
air, supplied by a compressor to a 0.95 m3 storage tank, was 
circulated through an air filter, to a water-to-air heat exchanger, 
and through a second air filter to remove any residual water 
vapor and oil. A pressure regulator downstream of the second 
filter was used to adjust the flow rate. The air then entered a 
critical venturi-meter for mass flow measurement, to a plenum 
equipped with a honeycomb flow straightener, and then to the 
test section via a bellmouth opening. 

As shown in Fig. 2, two test channels simulating two typical 
cooling cavities in the midchord region of a blade were used. The 
first one with a length of 147.3 cm, had a 7.62 cm by 7.62 cm 
square cross-sectional area. The second one with a length of 116.8 
cm, had a trapezoidal cross-sectional area with the two bases and 
height of 5.52 cm, 3.28 cm and 7.62 cm, respectively. Three walls 
of these channels were made of 1.27-cm-thick clear acrylic plastic. 
The fourth wall, on which the heaters and liquid crystal sheets 
were attached and all measurements were taken, was made of a 
5-cm-thick machinable polyurethane slab. This wall, for all cases 
tested, had a fixed width of 7.62 centimeters. Ribs were also 
machined out of acrylic plastic using numerically controlled mill
ing machines and glued onto different walls in accordance with 
the rib arrangements shown in Figs. 2 and 3. Ribs on the primary 
walls were of full length, spanning the entire width of the channel, 
and were always in a staggered arrangement. Ribs on the second
ary walls (partitions between adjacent cooling cavities), however, 
were of half length, spanning half of the channel width and were 
tested for both in-line and staggered arrangements. The choice of 
half ribs on the partition walls was based on (a) these authors' past 
observation, with liquid crystals, of high heat transfer coefficients 
downstream of a short rib where the vortices shed from the rib 
tip, roll over the surface, and bring the cooler core air in contact 
with warmer near-wall air, and (b) a pressure drop advantage 
compared to full-length ribs. Whether longer or shorter ribs on 
the partition walls would have been superior or inferior, they were 
not tested in the present study and are left to be investigated by 
future investigators. Ribs in all tests were positioned at an angle 
of 90 deg to the axial flow direction. The entrance region of all 
test sections was left smooth to produce well-established hydrody-
namic and thermal boundary layers. Heat transfer measurements 
were performed for an area between a pair of ribs in the middle 
of the roughened zone corresponding to an XIDh of about 14. 
Four 7.62 cm X 27.94 cm custom-made etched-foil heaters with 

a thickness of 0.15 mm were placed on the polyurethane wall 
where measurements were taken using a special double-stick 0.05-
mm-thick tape with minimal temperature deformation characteris
tics. A detailed construction sketch of the heaters is shown in El-
Husayni (1991). The heaters covered the entire test section length 
including the smooth entry length. However, they did not extend 
over the actual rib surface nor on the acrylic plastic sidewalls. 
Thus the reported heat transfer coefficients are the averages over 
the wall surface area between a pair of ribs and this area was 
used for the calculation of heat flux in data reduction. The heat 
transfer coefficients on the rib surfaces are reported by other 
investigators such as Metzger et al. (1988), and Taslim and Wads-
worth (1997). As for having only one heated wall, it is noted 
that an experimental investigation by El-Husayni et al. (1994) on 
heat transfer in a rib-roughened channel with one, two, and four 
heated walls showed that, in a stationary roughened channel, the 
heat transfer coefficient is not significantly sensitive to the number 
of heated walls, i.e., the variation in heat transfer coefficient was 
within the reported experimental uncertainty of ±8 percent. En
capsulated liquid crystals sandwiched between a mylar sheet and 
a black paint coat, collectively having a thickness of 0.127 mm, 
were then placed on the heaters. Static pressure taps, located one-
half rib pitch upstream of the first rib and one-half rib pitch 
downstream of the last rib, measured the pressure drop across the 
rib-roughened test section. The reported friction factor is the over
all passage average, / , and not just the roughened surfaces. The 
test sections were covered on all sides by 5-cm-thick styrofoam 
sheets to minimize heat losses to the environment, except for a 
small window on the opposite wall at the location where photo
graphs of liquid crystals were taken. The radiational heat loss 
from the heated wall to the unheated walls as well as losses 
to ambient air were taken into consideration when heat transfer 
coefficients were calculated. A 35-mm programmable camera, in 
conjunction with proper filters and background lighting to simu
late daylight conditions, was used to take photographs of iso-
chrome patterns formed on the liquid crystal sheet. Surface heat 
flux in the test section was generated by the heaters through a 
custom-designed power supply unit. Each heater was individually 
controlled by a variable transformer. 

Procedure 
Before testing, the liquid crystal sheets were calibrated in a 

water bath to attain uniform isochromes on a small piece of the 
liquid crystal sheet used in this investigation. The temperature 
corresponding to each color was measured with a precision 
thermocouple and photographs were taken at laboratory condi
tions simultaneously to simulate closely the actual testing envi
ronment. A reference color along with its measured temperature 
of 36.9°C was chosen for the experiments. It should be noted 
that all possible shades of the selected reference color did not 
indicate a temperature variation of more than 0.3°C. Therefore, 
the maximum uncertainty in wall temperature measurement was 
±0.15°C. A contact micromanometer with an accuracy of 0.025 
mm of water column measured the pressure differential across 
the rib-roughened channel. A critical venturi-meter, with choked 
flow for all cases tested, measured the total mass flow rate 
entering the test section. With the known surface heat flux along 
the test section and application of the energy balance from the 
test section inlet to the camera location, the air-mixed mean 
temperature was calculated, taking into account the small heat 
losses through the test section walls to ambient air. For a typical 
test Reynolds number, at a constant mass flow rate, the lowest 
heat flux was induced by adjusting the heater power until the 
first band of reference color was observed on the liquid crystal 
sheet in the area of interest. Each heater was adjusted individu
ally to ensure a uniform heat flux over the entire tested surface. 
At thermal equilibrium a photograph was taken and data re
corded. Power to the heaters was then increased such that the 
reference color moved to a location next to the previous one 
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(higher heat transfer coefficient) and another photograph was 
taken. This procedure was repeated until the entire surface be
tween a pair of ribs was covered by the reference color at one 
time or another. The process was then repeated for the range 
of test Reynolds numbers. Each photograph was digitized in 
order to measure the area covered by the reference color. This 
was done by using a magnetic tablet and a commercial software 
package installed on a computer. Once the areas were measured, 
an area-weighted average heat transfer coefficient was calcu
lated. For verification of the liquid crystal technique accuracy, 
an all-smooth-wall channel has been tested with heaters on one 
wall. The heat transfer coefficient results (Taslim, 1990) were 
within 5 percent of the Dittus-Boelter (1930) correlation. Pre
vious results (Taslim et al., 1991) of various geometry rough
ened channels using the same technique compared favorably 
with those of Metzger et al. (1990). Experimental uncertainties, 
following the method of Kline and McClintock (1953), were 
estimated to be ±6 and ±8 percent for the heat transfer coeffi
cient and friction factor, respectively. 

Results and Discussion 
Local average heat transfer coefficient results for an area 

between a pair of ribs corresponding to XI Dh of 14 for twelve 
rib geometries in two channels are compared with the all-
smooth-wall channel Dittus-Boelter (1930) correlation: 

Nu^ = 0.023 Re0 8 Pr04 

With this correlation, the enhancement in rib-roughened heat 
transfer coefficients can be readily evaluated. The thermal per
formance, based on the same pumping power, is given by: 

(m/ms)/(f/fs)
m 

(Han et al., 1985), where fs is the all-smooth-wall friction 
factor from Moody (1944). It should be noted that the thermal 
performances reported here do not include the contribution of 
the heat transfer coefficients on the rib surfaces. Rib thermal 
performance data are reported by the first author (Taslim and 
Wads worth, 1997) and can be combined with the present data 
to determine the overall thermal performances. Air properties 
for Nusselt and Reynolds number calculations are based on the 
local film temperature, 7}, for all cases. 

Figure 4 combines the results of five rib arrangements in a 
single channel. A baseline test of square sharp corner ribs on 
two opposite primary walls (geometry 1 in Table 1) against 
which four other arrangements are compared was run first. With 
a high rib blockage ratio of 0.218, typical of small gas turbines, 
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great enhancement in heat transfer coefficient is achieved when 
compared with the all-smooth-wall heat transfer coefficient also 
presented in that figure. A problem facing the designer of these 
cooling cavities, however, is the gradual wearing of the core 
die. Relatively sharp-edged ribs, cast at the beginning of a core 
die life span, eventually deteriorate to rounded corner ribs as 
the die wears. This change in rib profile will affect the flow 
pattern, which in turn decreases the heat transfer performance 
of the rib accompanied with a decrease in the pressure drop. 
Test 2 is identical to Test 1 in all aspects except that the rib 
top corners are rounded to an rle of 0.191 (Table 1). A decrease 
in the Nusselt number ranging from 1 percent at the lowest 
Reynolds number and 7 percent at the highest Reynolds number 
was measured. All other ribs tested in this investigation had 
rounded corners, as shown in Table 1. Test 3 deals with a rib 
geometry similar to that of Test 2 except that the rib width is 
reduced such that the rib aspect ratio is increased to 1.47. Earlier 
investigations by these authors (Taslim et al., 1997) showed 
that the tall and thin ribs performed better than square (AR, = 
1) or short and wide (AR, < 1) ribs from a heat transfer point 
of view. The same behavior is observed here. Test 4 was the 
first trial in mounting ribs on the partition walls. As shown in 
Fig. 2, half-length ribs initiating, alternatively, from the primary 
walls and extending to the partition walls' centerline were 
mounted on the partition walls. Heat transfer coefficients, mea
sured on a primary wall, increased by a remarkable 35 percent 
as shown in Fig. 4. This increase is attributed to a dramatic 
change in the flow field as was evidenced by the liquid crystal 
displays shown in Fig. 5. In Test 5, the arrangement of the half-
length ribs on the partition walls was changed to a configuration 
that was believed to perform better, thermally, by promoting 
higher levels of mixing. The configuration of ribs for this test, 
shown in Fig. 2, which was chosen for the rest of the tests, 
further increased the heat transfer coefficient by about 5 percent 
(over Test 4) . Thus, the mere presence of the half-length ribs 
on the partition walls increased the heat transfer coefficients on 
the primary walls by about 40 percent. This finding offers a 
relatively easy solution to those cases in which the blade cooling 
designer needs high heat transfer coefficients in midchord cavi
ties to meet blade life requirements when the necessary pressure 
drop is available. 

Representative iso-Nu contours for tests 2, 4, and 5 at one 
Reynolds number are shown in Fig. 5. The solid black ribs are 
those mounted on the liquid crystal wall and the half-length 
ribs originating from it. The shaded areas represent the ribs 

r—ft<u«J.» , NuHt.1 ,A Hinltaj^ MwMf.f 

Rem 15,700 

Fig. 5 Comparison of iso-Nu contours for Tests 2, 4, and 5 
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Fig. 7 Effects of manufacturing tolerances on Nusselt number 

mounted on the opposite wall (acrylic) and the half-length ribs 
originating from it. Iso-Nu contours for Test 4 are typical for 
90 deg staggered ribs on two opposite walls, i.e., starting from 
a relatively low value in the rib wake region, it reaches its 
maximum near the point of the flow re-attachment and decreases 
again close to the downstream rib. However, when half-length 
ribs were mounted on the partition walls (Tests 4 and 5) , the 
iso-Nu contour pattern changed dramatically with high values 
on Nusselt numbers where vortices are shed from the edges of 
the ribs on the partition walls. Friction factors for these tests 
are compared in Fig. 6. As expected for 90 deg ribs, higher 
heat transfer coefficients are accompanied with higher friction 
factors. 

In tests 5, 6, and 7, the rib dimensions were varied so as to 
represent typical manufacturing variations that may exist due 
to real blade casting processes. Test 5, with a blockage ratio of 
0.218 and a pitch-to-height ratio of 8.5, represents the nominal 
geometry. The choice of 8.5 for the pitch-to-height ratio is based 
on these and other investigators' optimum value. Test 6 with a 
blockage ratio of 0.203 (a 7 percent reduction from nominal) 
and a pitch-to-height ratio of 9.11 represents the minimum rib 
geometry. The 9.11 ratio, which deviates from the optimum 
value, is based on the fact that the distance between the ribs 
(pitch, 5) is not affected by the manufacturing tolerances; thus, 
a reduction in rib height, e, increases the pitch-to-height ratio, 
S/e. For the same reason the rib aspect ratio, elw, reduces to 
0.87. The combined effects of lower blockage ratio, lower rib 
aspect ratio (short and wide), and possible deviation of pitch-to-
height ratio from optimum cause a reduction in rib heat transfer 
coefficient and friction factor shown in Figs. 7 and 8. Test 7 in 
Table 1 with a blockage ratio of 0.233 (a 7 percent increase 
from nominal) and a pitch-to-height ratio of 7.97 represents the 
maximum rib geometry. No significant change in heat transfer 
coefficient was observed, although the friction factors are higher 
than those of nominal case. It is speculated that the combined 
effects of higher blockage ratio and nonoptimum pitch-to-height 
ratio resulted in almost the same level of heat transfer coeffi
cients as the nominal case. 

Heat transfer coefficients on the partition walls, roughened 
with half-length ribs, are compared with those on the primary 
walls, roughened with full-length ribs, in Fig. 9. It is noted that 
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Fig. 8 Effects of manufacturing tolerances on friction factor 

the heat transfer coefficients on the partition walls have been 
enhanced to a level of about 94 percent of those on the primary 
walls. This is a considerable increase compared to the conven
tional practice of leaving the partition walls smooth. Liquid 
crystal displays for this experiment showed regions of high heat 
transfer coefficient around the tip of half-length ribs where shed 
vortices scrub over the channel surface. 

Figure 10 shows the heat transfer results for all tests per
formed in the trapezoidal test section (tests 9-12 in Table 1). 
Test 9, which is the trapezoidal test section with full-length ribs 
on two opposite primary walls, serves as the baseline test against 
which other rib geometries are compared. Similar to the tests 
with the square channel, there was an increase of about 20 
percent in the heat transfer coefficient on the primary walls 
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Fig. 10 Comparison of Nusselt numbers for four rib geometries in the 
trapezoidal channel 

when half-length ribs were mounted on the bases of the trapezoi
dal test section. There was a small difference of about 1.6 
percent in heat transfer coefficients between the tests 10 and 
11. This is attributed to the fact that, in this trapezoidal test 
section, flow is biased toward the bigger base, thus roughening 
the smaller base, does not show much contribution to the en
hancement of heat transfer coefficient on the primary walls. A 
lower blockage ratio rib (Test 12, elDh = 0,202) representing 
the blueprint minimum rib geometry shows a lower heat transfer 
coefficient than those of the nominal rib geometry (Test 11, el 
Dh = 0.218) as expected. Representative iso-Nu contours for 
tests 9, 10, and 11 are shown in Fig. 11. It is noted that in 
contrast to Test 2, the iso-Nu contours for Test 9 are not span-
wise symmetric due to the trapezoidal shape of the channel 
cross-section. Again, mounting the half-length ribs on the parti
tion walls alters the flow field considerably and promotes the 

Re =19,100 

Fig. 11 Comparison of iso-Nu contours for Tests 9,10, and 11 

mixing of the cooler core air with the warmer near-wall air, 
thus lowering the boundary layer temperature and increasing 
the heat transfer. Friction factors for these tests are shown in 
Fig. 12. The trend of friction factors is in line with the Nusselt 
numbers presented in Fig. 10. 

Figure 13 compares the thermal performances of all twelve 
geometries tested. Of particular interest are tests 4, 5, 10, and 
11 in which half-length ribs were mounted on partition walls. 
These geometries not only produced much higher heat transfer 
coefficients compared to their corresponding baseline tests 
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Fig. 13 Thermal performance comparisons for all geometries 

(Tests 1 and 9) , but their thermal performances are also higher 
than those of baseline tests, proving, once again, the usefulness 
of ribs on partition walls. It is also noted that the solid symbols 
representing the results of the trapezoidal test section are gener
ally above the open symbols. This behavior is due to the fact 
that, for the same blockage and pitch-to-height ratios, ribs on 
opposite or adjacent walls in the trapezoidal test sections were 
relatively closer to each other thus communicating more effec
tively from a heat transfer point of view as can be deduced 
from Figs. 4 and 10. 

Conclusions 
A total of twelve rib geometries were tested in two channels 

with square and trapezoidal cross sections representing mid-
chord cooling cavities in small aircraft engines. The most im
portant conclusion of this study is that the roughening of the 
partition walls enhances the heat transfer coefficients on those 
walls but, more importantly, enhances heat transfer coefficients 
on the primary walls considerably. This heat transfer coefficient 
enhancement is accompanied by an increase in overall channel 
friction factor. However, the net effect is an increase in the 
channel's thermal performance. 
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45 deg Staggered Rib Heat 
Transfer Coefficient 
Measurements in a 
Square Channel 
For high-blockage ribs with large heat transfer areas, commonly used in small gas 
turbine blades, the rib heat transfer is a significant portion of the overall heat transfer 
in the cooling passages. Three staggered 45 deg rib geometries corresponding to 
blockage ratios of 0.133, 0.167, and 0.25 were tested in a square channel for pitch-
to-height ratios of 5, 8.5, and 10, and for two distinct thermal boundary conditions 
of heated and unheated channel walls. Comparisons were made between the surface-
averaged heat transfer coefficients and friction factors for 45 deg ribs, and 90 deg 
ribs reported previously. Heat transfer coefficients of the furthest upstream rib and 
that of a typical rib located in the middle of the rib-roughened region were also 
compared. It was concluded that: (a) For the geometries tested, the rib average heat 
transfer coefficient was much higher than that for the area between the ribs, (b) 
Except for two cases corresponding to the highest blockage ribs mounted at pitch-
to-height ratios of 8.5 and 10 for which the heat transfer results of 45 deg ribs were 
very close to those of 90 deg ribs, 45 deg ribs produced higher heat transfer coeffi
cients than 90 deg ribs, (c) At pitch-to-height ratios of 8.5 and 10, all 45 deg ribs 
produced lower friction factors than 90 deg ribs. However, when they were brought 
closer to each other (S/e = 5), they produced higher friction factors than 90 deg 
ribs, (d) Heat transfer coefficients for the two smaller rib geometries (elDh = 0.133 
and 0.167) did not vary significantly with the pitch-to-height ratio in the range tested. 
However, the heat transfer coefficient for the high blockage rib geometry increased 
significantly as the ribs were brought closer to each other, (e) Under otherwise 
identical conditions, ribs in the furthest upstream position produced lower heat trans
fer coefficients than those in the midstream position, (f) Rib thermal performance 
decreased with the rib blockage ratio. For both angles of attack, the smallest rib 
geometry in the midstream position and at a pitch-to-height ratio of 10 had the 
highest thermal performance, and the highest blockage rib in the furthest upstream 
position produced the lowest thermal performance. 

Introduction 

Various cooling methods have been developed over the years 
to ensure that gas turbine blade metal temperatures are main
tained at a level consistent with airfoil design life. The objective 
in turbine blade cooling is to achieve maximum internal heat 
transfer coefficients while minimizing the coolant flow rate. 
One such method is to route coolant air through serpentine 
channels within the airfoil and convectively remove heat from 
the blade. The coolant is then ejected either at the tip of the 
blade, through the cooling slots along the trailing edge, or film 
holes on the airfoil surface. Heat transfer coefficients in the 
cooling passages can be increased by roughening their walls. 
One such method, used over the past 25 years in gas turbine 
blade and nozzle internal cooling passages, is to cast ribs on the 
airfoil-contour opposite channel walls. These ribs, also called 
turbulators, increase the level of mixing of the cooler core air 
with the warmer air close to the channel wall and restart the 
boundary layer after flow reattachment between ribs resulting 
in enhanced heat transfer coefficients. 

Geometric parameters such as channel aspect ratio (AR), rib 
height-to-passage hydraulic diameter (e/Dh) or blockage ratio, 

Contributed by the International Gas Turbine Institute and presented at Turbo 
Asia '96, Jakarta, Indonesia, November 5-7 , 1996. Manuscript received at ASME 
Headquarters July 1996. Paper No. 96-TA-9. Associate Technical Editor: J. W. 
Shinn. 

rib angle of attack (a), the manner in which the ribs are posi
tioned relative to one another (in-line, staggered, criss-cross, 
etc.), rib pitch-to-height ratio (S/e) and rib shape (round versus 
sharp corners, fillets, rib aspect ratio (ARt), and skewness to
ward the flow direction) have pronounced effects on both local 
and overall heat transfer coefficients. Some of these effects were 
studied by different investigators such as Abuaf et al. (1986), 
Burggraf (1970), Chandra (1987), Chandra and Han (1989), 
Han (1984), Han et al. (1978, 1985, 1992), Metzger et al. 
(1983, 1988, 1990), Taslim et al. (1988a, b, 1991a, b, 1994, 
1996), Webb et al. (1971). Considerable data are available on 
the heat transfer coefficient on the passage surface between the 
ribs. However, the heat transfer coefficients on the surface of 
the ribs themselves have not been investigated to the same 
extent. 

Several investigators have studied the flow and heat transfer 
associated with the ribs in rib-roughened channels. Solntsev 
et al. (1973) conducted an experimental investigation on heat 
transfer in the vicinity of sudden two- and three-dimensional 
steps of circular and square cross-sectional areas mounted on a 
flat surface in an open channel. They reported enhancements in 
heat transfer coefficient for a range of Reynolds numbers be
tween 104 to 105. Berger and Hau (1979) used an electrochemi
cal analogue technique to measure mass/heat transfer on square 
ribs as well as on the wall surface between the ribs in a pipe. 
For a blockage ratio {eld) of 0.0364 and a range of Reynolds 
numbers between 10,000 and 25,000, they varied the rib pitch-
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to-height ratio from 3 to 10. At the Reynolds number of 104, 
they showed enhancements, compared to smooth channels, in 
mass (heat) transfer on the ribs in the order of 4.4 and 5.2 for 
pitch-to-height ratios of 10 and 7, respectively. Metzger et al. 
(1988) used a thermal transient technique to examine the contri
bution of the rib heat transfer to the overall heat transfer of a 
rib-roughened wall with variations in rib angle of attack and 
pitch. Square ribs representing a blockage ratio of 0.14 were 
mounted on only one wider side of a 0.154 aspect ratio rectangu
lar channel. The main conclusions were that heat transfer on the 
rib surface significantly contributed to the overall rib-roughened 
wall heat transfer and this contribution mainly depended on the 
rib pitch-to-height spacing, with very little effect from the rib 
angle. Lockett and Collins (1990) used a holographic interfer-
ometry technique to measure heat transfer coefficient in a 0.25 
aspect ratio rectangular channel. Square ribs with both sharp 
and round top corners representing a blockage ratio, elDh, of 
0.067 and a pitch-to-height ratio of 7.2 were mounted on one 
of the wider sides of the channel, perpendicular to the flow 
direction. They reported overall enhancements in heat transfer 
of up to 2.24 for the Reynolds number of 7400. Liou et al. 
(1991) performed numerical as well as experimental investiga
tion of turbulent flow in a 4:1 aspect ratio rectangular channel 
roughened on two opposite wider sides with square ribs in an 
in-line arrangement perpendicular to the flow direction. The rib 
blockage ratio, elDh, was 0.081 and four pitch-to-height ratios 
of 5, 10, 15, and 20 were examined at a fixed Reynolds number 
of 33,000. Two-dimensional Navier-Stokes equations in ellip
tic form in conjunction with the k-e turbulence model were 
solved numerically and a holographic interferometry technique 
was used in the experimental part. They reported an enhance
ment in heat transfer on the rib surface of 3.1. Sato et al. (1992) 
investigated the flow characteristics and heat transfer, in a rectan
gular channel with a total of 20 square ribs on two opposite 
walls in staggered, in-line, and quarter-pitch-shift arrangements. 
The channel aspect ratio was 0.2 and the ribs, mounted on the 
two wider sides of the channel, had a blockage ratio of 0.12. 
Details of the flow and heat transfer over a typical rib-roughened 
section (including the rib surface) well downstream of the first 
rib were presented. They concluded that the staggered arrange
ment had a better heat transfer performance than the other two 
arrangements. Dawes (1994) solved the three-dimensional Na-

N o m e n c l a t u r e 

a = channel height (Fig. 1) h 
"overall 

= overall average heat transfer co S = rib pitch (center-to-
b = channel width (Fig. 1) efficient on a rib and on the wall center) 
A = channel cross-sectional area with surface between a pair of ribs Tf = film temperature = 0.5 (Ts 

out ribs = ab hrih = rib average heat transfer coeffi + Tm) 
•Afloor = wall heat transfer area between cient = ql{T„ — Tm) Tm — air mixed mean tempera

two ribs i = current through the heater inside ture at copper rib location 
-Arib = rib total heat transfer area (three the copper rib Ts = copper rib surface temper

sides) k = air thermal conductivity ature 
*Wal = total heat transfer area = Arib + L = length of the rib-roughened por um 

= air mean velocity 
•Afloor tion of the test section V = voltage drop across the 

AR = channel aspect ratio = bla m = air mass flow rate heater inside the copper 
AR, = rib aspect ratio = elw Nu = rib-averaged Nusselt number = rib 
A = hydraulic diameter based on the htibDh/k w = rib width 

smooth cross section = 4A/P - NuJ = average Nusselt number in a X = distance between the in
a smooth channel strumented rib and test 

e = rib height P = channel perimeter without ribs section entrance (Fig. 1) 

f = Darcy friction factor = AP(DJ Pr = Prandtl number a = angle of attack 
L)l{\l2pUl) 1 = net heat flux from the copper rib AP = pressure drop across the 

Is = Darcy friction factor in an all- three surfaces = (vi - 2iOSs)/Arib rib-roughened portion of 
smooth-wall channel tjloss = heat losses from the copper rib the test section 

"floor = average heat transfer coefficient by radiation and conduction M = air dynamic viscosity 
on the wall surface between a pair Re = Reynolds number = pUmDJJJL P = air density 

vier-Stokes equations in a rotating cylindrical serpentine pas
sage roughened with square ribs. Rib blockage, eld, and pitch-
to-height ratios were 0.2 and 10, respectively. Results of this 
work were compared with other numerical and experimental 
works. Liou and Hwang (1993) also used the holographic inter
ferometry technique to measure the heat transfer coefficient in 
a rectangular channel of 0.25 aspect ratio with three rib shapes 
including a square rib geometry mounted on two opposite wider 
sides in an in-line arrangement perpendicular to the flow direc
tion. They tested four pitch-to-height ratios of 8, 10, 15, and 
20, all with a blockage ratio of 0.08, for a range of Reynolds 
numbers between 7800 and 50,000. The heat transfer coefficient 
was measured over the ribs as well as the wall surfaces between 
the ribs. They reported overall heat transfer coefficient enhance
ments on the order of 2.2 and 2.7 for semi-cylindrical and square 
ribs, respectively. Taslim and Wadsworth (1997) reported on 
the rib surface-averaged heat transfer coefficients in a square 
channel. Thirteen rib geometries including three blockage ratios 
and four pitch-to-height ratios were tested. Sharp corner ribs 
were mounted on two opposite walls of the channel at a 90 
deg angle with respect to the flow direction in a staggered 
arrangement. A major conclusion of their study was that the rib 
surface-average heat transfer coefficient was much higher than 
that for the area between the ribs (haoor). Therefore, the contri
bution of the ribs to the overall heat transfer in a rib-roughened 
passage is significant. They showed that for a typical rib ar
rangement the /jrit) Arib can be as high as 33 to 53 percent of 
ôverall Aotai • Other conclusions were that (a) for sharp-edged 

ribs, a pitch-to-height ratio of 8.5 produced the highest heat 
transfer coefficient, and (b) heat transfer coefficient on ribs 
in the furthest upstream position was lower than that on the 
midchannel ribs. Korotky and Taslim (1998) tested the same 
rib geometries with rounded corners to investigate the rounding 
effects of rib corners on heat transfer coefficient and friction 
factor. They concluded that the general effect of rounding was 
a decrease in midstream rib heat transfer coefficient and an 
increase for the ribs in the furthest upstream position. 

In small gas turbine blades and nozzles with small cooling 
passages and relatively large ribs, the rib surfaces comprise a 
large portion of the passage heat transfer area. Therefore, an 
accurate account of the heat transfer coefficient on the rib sur
faces is critical in the overall design of the airfoil cooling sys-
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Table 1 Specifications 

9 ON POLYURETHANE SIDE 
a=3.81 cm \ 

Wall Heater 
\ PRES.TAPSj 

V f Honeycomb 

Wall Heater' 
COPPER RIB 9 ON ACRYLIC SIDE 

L=9S 
116.8 cm 25.4 cm 

PLgNUM 

AIR 

Bellmouth 
Opening 

*-i.81 cm 

T/C's 

% Copper Acrylic 

Rib Geometry 

CROSS-SECTION 
Fig. 1 Schematic of a typical test section 

tem. The objective of this investigation was, while isolating the 
ribs from the wall surface thermally: (a) to measure the overall 
heat transfer coefficient on the rib surface, (b) to study the 
effects of pitch-to-height ratio (S/e) and blockage ratio (e/Dh), 
(c) to study the effects rib orientation (furthest upstream posi
tion or in the middle of the channel rib-roughened portion) have 
on the rib surface heat transfer coefficient, and (d) to compare 
45 deg angle-of-attack results with previous 90 deg angle mea
surements. 

Test Sections 
All test sections, with a length of 116.84 cm, had a square 

3.81 cm by 3.81 cm cross-sectional area. Three walls of these 
channels were made of 1.27-cm-thick clear acrylic plastic. The 
fourth wall, on which the surface heaters and instrumented cop
per rib were mounted and all measurements were taken, was 
made of a 7.62-cm-thick machinable polyurethane slab. Figure 
1 shows schematically the layout and cross-sectional area of a 
typical test section. Eighteen ribs of square cross section with 
sharp corners were symmetrically staggered on the polyurethane 
wall and its opposite acrylic wall (nine on each) at 45 deg angle 
of attack to the air flow. Rib geometry details are shown in 
Table 1. The entrance region of all test sections was left smooth 
to simulate the cooling passage in the dovetail region of a gas 
turbine blade. All ribs but one were machined out of acrylic 
plastic and were mounted on the walls using a special double-
stick 0.05-mm-thick tape with minimal temperature deformation 
characteristics. The instrumented rib on which all measurements 
were taken was machined out of copper. Inside this copper rib, 
a 60 fl cylindrical electric heater was installed using a highly 
conductive silver glue. The heater, which ran the full length of 
the rib, was mounted as centrally as possible. Also installed in 
the copper rib were three calibrated thermocouples to measure 
the surface temperature. These three thermocouples were 
equally spaced over the length of the rib with their beads close 
to the rib surface. Their temperature readings were found to be 
the same within a fraction of a degree. For data reduction, the 
average of the three temperatures was used. Copper rib surfaces 
were polished to minimize the radiational heat losses from the 
copper rib to the unheated wall. Rib heat transfer coefficient 

Test e(mm) e/Dh S/e X(cm) X/Dh Remarks 

1 9.S2S 0.25 5 60.96 16 Midstream 

2 9.S2S 0.25 8.5 60.96 16 Midstream 

3 9.S2S 0.25 10 60.96 16 Midstream 

4 9.52S 0.25 8.5 28.58 7.5 Upstream 

5 6.35 0.167 5 59.06 15.5 Midstream 

6 6.35 0.167 8.5 59.06 15.5 Midstream 

7 6.35 0.167 10 59.06 15.5 Midstream 

a 6.35 0.167 8.5 37.47 9.83 Upstream 

9 5.08 0.133 5 60.96 16 Midstream 

10 5.08 0.133 8.5 60.96 16 Midstream 

11 5.08 0.133 10 60.96 16 Midstream 

12 5.08 0.133 8.5 43.69 11.47 Upstream 

Dh=3.81 cm, AR = 1, ARt = e/w = 1,a = 45>, 9 Ribs on Each Side 

Sharp-Corner Staggered Ribs for all Geometries 

measurements were performed for two distinct rib locations. 
First, the copper rib was mounted in the middle of the rib-
roughened portion of the channel (fifth rib) and other eight 
acrylic plastic ribs were arranged on each side with the desired 
rib pitch-to-height ratio. Second, the copper rib was moved to 
the furthest upstream position and the other eight ribs were 
mounted downstream of it. Table 1 shows the rib location from 
the channel entrance, X, for each geometry. Two 3.81 cm X 
30.48 cm X 5.39 cm X 26.67 cm trapezoidal custom-made 
etched-foil heaters with a thickness of 0.15 mm were placed on 
the polyurethane wall abutting both sides of the copper rib using 
the same special double-stick tape. With a 45-deg side, these 

ouv 
500 

400 

300 

200 
tfP 

# 1 
& 

100 

Nu 

50 
^ - " " ' : 

40 --" 

30 xcopper,C 
• 43.3] 

20 O 54.4 1 
A65.6}HeatedWal1 

V 76.7J 

10 
e/D = 

h 
••0.167 S/e=8.5 *• 65.6 Unheated Wall 

10000 20000 30000 40000 50000 

Re 
Fig. 2 Rib average Nusselt number for a range of rib surface tempera
ture 
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heaters were laid snugly on both sides of the copper rib and 
were actuated in those tests termed as "Heated Wall" in Fig. 
2. The air mixed mean temperature, Tm, was calculated from 
an energy balance between the channel inlet and copper rib 
location. The test section was covered on all sides by 5-cm-thick 
styrofoam sheets to minimize the heat losses to the environment. 
Surface heat flux in the test section was generated by the heaters 
through a custom-designed power supply unit. Each heater was 
individually controlled by a variable transformer. Thermocou
ples were calibrated using ice water and boiling water reference 
points prior to testing. For a typical test run, the Reynolds 
number was set by precisely fixing the air mass flow rate. The 
heat flux was induced by adjusting heater power until the copper 
rib reached the desired temperature. Enough time was given so 
that the system came to thermal equilibrium, at which time data 
was recorded. Power to the copper rib was then increased to 
gather data at a higher surface temperature. This procedure 
was repeated for all copper temperatures and flow rates. Static 
pressure taps were mounted on all three acrylic plastic walls of 
the test section to measure the pressure drop across the rib-
roughened portion of the test section. A contact micromano-
meter with an accuracy of 0.025 mm of water column measured 
the pressure differences between the static pressure taps. A 
critical venturimeter, with choked flow for all cases tested, mea
sured the air mass flow rate entering the test section. The re
ported friction factor is the overall passage average, / , and not 
just the rib-roughened surfaces. Details of the experimental ap
paratus and test procedures are reported by Lengkong (1996). 
The radiational heat loss from the heated rib (and wall) to the 
unheated walls as well as losses to ambient air were taken into 
consideration when heat transfer coefficients were calculated. 
The reported heat transfer coefficients are the averages over the 
rib surfaces and not that of wall surfaces between the ribs. The 
heat transfer coefficients on the roughened walls for various 
geometries are reported by those investigators mentioned in the 
Introduction section. Experimental uncertainties, following the 
method of Kline and McClintock (1953), were determined to 
be ±8 and ±6 percent for the heat transfer coefficient and 
friction factor, respectively. 

Results and Discussion 
Heat transfer as well as friction factor results for the twelve 

45 deg rib geometries are compared with those of 90 deg ribs 
in Figs. 3-16. The Dittus-Boelter (1930) correlation for an 
all-smooth-wall channel (Nus = 0.023 Re0 8 Pr04) is plotted on 
Fig. 2. With this correlation, the enhancement (relative to 
smooth walls) in rib-roughened heat transfer coefficients is 
readily evaluated. The thermal performance based on the same 
pumping powe£ was derived_by Gee and Webb (1980) as 
( N u / N u J / ( / / / s ) 1 ' 3 , where fs is the all-smooth-wall friction 
factor from Moody (1944). Air properties for Nusselt and 
Reynolds number calculations are based on the local film tem
perature, Tf, for all cases. 

Figure 2 shows the Nusselt versus Reynolds numbers for the 
medium rib geometry corresponding to a blockage ratio, elDh, 
of 0.167 and a pitch-to-height ratio, S/e, of 8.5. Copper rib 
temperature is varied from 43.3°C to 76.7°C with no change in 
the measured heat transfer coefficient. This lack of effect of the 
copper surface temperature on heat transfer coefficient contin
ued for all geometries examined. Furthermore, this insensitivity 
of the measured heat transfer coefficient to the rib surface tem
perature supports the accuracy of our accounting for the heat 
losses to the ambient air and radiational losses from the heated 
copper rib to the unheated surrounding walls. Shown in Fig. 2 
are also the results of two tests of identical geometries for which 
the foil heaters were on and off, respectively. The difference in 
the Nusselt number was well below the experimental uncertain
ties, indicating that the thermal boundary layer, being inter
rupted repeatedly by the ribs, did not affect the heat transfer. It 
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Fig. 3 Rib average Nusselt number for a range of pitch-to-height ratios, 
e/D„ = 0.25 

would appear that the mixing phenomenon was the dominant 
driving force for the high levels of heat transfer coefficient. As 
for having only one heated wall, it is noted that an experimental 
investigation by El-Husayni et al. (1994) on heat transfer in a 
rib-roughened channel with one, two, and four heated walls 
showed that, in a stationary roughened channel, the heat transfer 
coefficient was not significantly sensitive to the number of 
heated walls, i.e., the variation in heat transfer coefficient was 
within the reported experimental uncertainty of ±8 percent. 

To investigate the effects pitch-to-height ratio have on rib 
heat transfer and channel overall friction factor, a 9.525 mm 
square rib geometry was tested for three pitch-to-height ratios 
of 5, 8.5, and 10 (geometries 1-3 in Table 1) the results of 
which are shown in Fig. 3. Also shown in Fig. 3 are the rib 
heat transfer results for an S/e of 8.5 when the instrumented 
copper rib was mounted in the furthest upstream position (ge
ometry 4 in Table 1). The open symbols on that figure are 
the results of 90 deg ribs, reported previously by Taslim and 
Wadsworth (1997). Several observations are made. First, the 
heat transfer coefficient for the furthest upstream rib was consid
erably lower than that for the rib in the middle of the rib-
roughened region, indicating that upstream ribs and those stag
gered on the opposite wall contribute significantly to the very 
high level of heat transfer enhancement of downstream ribs by 
interrupting the flow and diverting its direction thus promoting 
high levels of mixing. Second, for these ribs of high blockage 
ratio, the pitch-to-height ratio of 5 produced the highest heat 
transfer coefficient and as the pitch-to-height ratio increased, 
the heat transfer coefficient decreased. Secondary flows in the 
form of swirls along the angled ribs, especially for these rela
tively big ribs, are believed to be responsible for high levels of 
heat transfer coefficients compared with those for the 90 deg 
ribs. These secondary flows are stronger when angled ribs are 
brought closer to each other as is seen for the pitch-to-height 
ratio of 5. Third, in the midstream position, the heat transfer 
coefficients of 45 and 90 deg ribs are very close for pitch-to-
height ratios of 8.5 and 10. However, 45 deg ribs produce much 
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Fig. 5 Rib average Nusselt number for a range of pitch-to-height ratios, 
elD„ = 0.167 

higher heat transfer coefficients in the furthest upstream position 
and also in the midstream position when the pitch-to-height 
ratio is 5. Secondary flows associated with the angled ribs are 
responsible for this remarkable difference. Friction factors for 
these geometries are shown in Fig. 4. While 45 deg ribs at 
pitch-to-height ratios of 8.5 and 10 produced lower pressure 
drops and consequently lower friction factors compared to 90 
deg ribs, Sle of 5 represented a reversed trend. Following the 
discussion of the heat transfer results, formation of strong sec
ondary flows along the 45 deg ribs produces higher pressure 
drops and higher heat transfer coefficients while in case of 90 
deg ribs, if ribs are positioned too close to each other, with the 
formation of a recirculating bubble in the cavity between the 
ribs, the flow may totally skip that cavity, thus producing a 
lower friction factor. 

The next series of four tests, shown in Fig. 5, corresponded 
to a rib blockage ratio of 0.167 three of which (test geometries 
5-7 in Table 1) were performed for pitch-to-height ratios of 
10, 8.5, and 5 with the instrumented copper rib mounted in the 
middle of the rib-roughened region. The fourth test represents 
the heat transfer results when the copper rib was mounted in 
the furthest upstream position (geometry 8 in Table 1). Also 
shown in Fig. 5 are the heat transfer results for the area between 
the ribs (called floor heat transfer coefficient by some investiga
tors) reported by Taslim et al. (1996). It can be seen that the 
rib average heat transfer coefficient is much higher than that 
for the area between the ribs (hRom). Therefore, the contribution 
of the ribs to the overall heat transfer in a rib-roughened passage 
is significant. It is also seen that these lower blockage ratio 45 
deg ribs perform superior to their 90 deg counterparts for all 
pitch-to-height ratios, and both in midstream and furthest up
stream positions. Again, the secondary flows associated with 
the angled ribs are believed to be responsible for this difference. 
This trend is repeated once again for the next rib geometry of 
still lower blockage ratio to be discussed shortly. Similar to the 
rib geometry discussed previously, the midstream ribs produced 
higher Nusselt numbers than that in the furthest upstream posi
tion. From a comparison between Figs. 3 and 5, it is observed 

that the Nusselt number for the 45 deg ribs is much less depen
dent on the pitch-to-height ratio for these smaller ribs and it 
will continue to be the case for the next rib geometry of lower 
blockage ratio. The pitch-to-height ratio of 10 produced the 
lowest midstream heat transfer coefficient for both 45 and 90 
deg ribs, indicating that the optimum spacing for rib heat trans
fer coefficient is generally lower than that for the heat transfer 
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Fig. 6 Channel average friction factor for a range of pitch-to-height 
ratios, elDh = 0.167 
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Fig. 8 Channel average friction factor for a range of pitch-to-height 

Fig. 7 Rib average Nusselt number for a range of pitch-to-height ratios, ratios, e/Dh = 0.133 
e/D„ = 0.133 

coefficient on the area between the ribs. This trend is observed 
for several rib geometries tested and reported previously (Tas
lim and Wadsworth, 1997; Korotky and Taslim, 1998). The 
friction factors for these tests are shown in Fig. 6 and trends, 
discussions, and physical reasoning are similar to that of Fig. 
4, i.e., (a) lower pressure drops (friction factors) for the 45 
deg ribs at pitch-to-height ratios of 8.5 and 10, and (b) higher 
friction factors for the 45 deg ribs when the pitch-to-height ratio 
is reduced to 5. 

The next four tests, shown in Fig. 7, corresponded to a yet 
smaller rib blockage ratio of 0.133. The first three tests (geome
tries 9-11 in Table 1) were performed for pitch-to-height ratios 
of 5, 8.5, and 10 with the instrumented copper rib mounted in 
the middle of the rib-roughened region. The fourth test repre
sents the heat transfer results for the copper rib mounted in the 
furthest upstream position (geometry 12 in Table 1). Floor heat 
transfer results (Taslim et al., 1996) for a blockage ratio of 
0.125, the closest geometry that could be found in open litera
ture, are also shown for comparisons. Several observations are 
made. Similar to the previously discussed rib geometry, 45 deg 
rib results for this small blockage ratio are higher than those 
for the 90 deg ribs at all pitch-to-height ratios. Again, the rib 
in the furthest upstream position produced a lower heat transfer 
coefficient than those in the midstream position. The difference, 
however, is not as remarkable as that for the higher blockage 
ribs shown in Figs. 3 and 5 since the secondary flows are not 
as strong as those for the high blockage ribs. An optimum pitch-
to-height ratio for these relatively small ribs is between 8.5 and 
10, similar to that for the 90 deg ribs. The corresponding friction 
factors for this rib geometry are shown in Fig. 8. The trend is 
similar to those of higher blockage ratio ribs. 45 deg ribs with a 
pitch-to-height ratio of 5 have consistently produced the highest 
pressure drop, which is not always accompanied with higher 
heat transfer coefficients, indicating high levels of form drag 
when 45 deg ribs are brought too close to each other. 

Figure 9 combines the results of all three rib geometries in 
the furthest upstream position at S/e of 8.5. First, it is observed 

that the rib heat transfer coefficients for the 45 deg ribs in the 
furthest upstream position are higher than those for the 90 deg 
ribs for the three blockage ratios tested. We attributed this be
havior to the formation of secondary flows along the angled 
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Fig. 9 Rib average Nusselt number of the farthest upstream rib for a 
range of blockage ratios 
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Fig. 10 Rib-averaged Nusselt number for a range of blockage ratios, 
S/e = 10 

ribs in our discussion of the results for each rib geometry. 
Second, while the 90 deg ribs show a decrease in Nusselt num
ber with an increase in blockage ratio, the 45 deg ribs show an 
optimum blockage ratio of 0.167. Not benefiting from the ef
fects of the ribs on the opposite wall, it is speculated that this 
behavior is due to the change of flow pattern over different 
ribs. In other words, for the 90 deg ribs in the extreme case, 
recirculating bubbles may form on both the back and top sur
faces of the big rib, reducing the contribution of the rib top 
surface to heat transfer, known to be major for square ribs with 
sharp corners by all investigators mentioned above. For the 
smallest 90 deg rib, the top surface is in contact with the core 
air, thus higher heat transfer coefficients are produced. When 
the ribs are angled, a combination exists of the secondary flows 
and the recirculating bubbles, mentioned above, that act in oppo
site ways and, depending on the strength of each phenomenon, 
the overall rib heat transfer coefficient varies. There is a better 
flow adherence to the smaller angled ribs but the secondary 
flows are not as strong as those for higher blockage ratio ribs. 
On the other hand, high blockage angled ribs produce strong 
secondary flows, which are accompanied with the separation of 
the main flow from the top and back surfaces. This combination 
results in a lower heat transfer coefficient than that for the 
medium size rib for which a proper combination of the two 
effects produces the highest heat transfer coefficient. 

Figures 10 and 11 compare the midchannel rib heat transfer 
coefficient and channel friction factors for three blockage ratios 
at one pitch-to-height ratio of 10. In contrast with the heat 
transfer coefficient on the area between a pair of ribs, which 
is highly affected by the blockage ratio, the rib heat transfer 
coefficient did not show as strong a dependency on the blockage 
ratio for S/e = 10. However, as ribs were brought closer to 
each other by reducing the pitch-to-height ratio, rib heat transfer 
coefficient was more and more affected by the blockage ratio 
(Figs. 12 and 14). It is noted that for the pitch-to-height ratios 
of 10 and 8.5 (Figs. 10 and 12) the 45 deg rib with the blockage 
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ratio of 0.167 produced the highest heat transfer coefficients. 
However, as the ribs were brought closer to each other (S/e = 
5, Fig. 14), the high blockage ratio rib (e/Dh = 0.25) produced 
the highest heat transfer coefficient. The corresponding friction 
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factors for Sle of 8.5 and 5 are shown in Figs. 13 and 15. An 
inspection of Figs. 11, 13, and 15 reveals that, for pitch-to-
height ratios of 10 and 8.5, angled ribs produce lower friction 
factors than 90 deg ribs. However, when the ribs are brought 
closer to each other (S/e = 5, Fig. 15), 45 deg ribs have higher 

friction factors than those of 90 deg for all blockage ratios. As 
we discussed before, these high friction factors are accompanied 
with high heat transfer coefficients and the secondary flows 
generated by angled ribs are believed to be responsible for high 
levels of friction factors and Nusselt numbers. 

Figure 16 shows the variation of Nusselt number with the rib 
spacing for the 45 and 90 deg ribs. The results are for a typical 
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Fig. 17 Rib thermal performances of the twelve geometries 

Reynolds number of 30,000 and for the ribs in the midstream 
position. The two smaller 45 deg ribs show very little sensitivity 
to the pitch-to-height ratio. However, the high blockage 45 deg 
rib is very sensitive to the pitch-to-height ratio and as the ribs are 
separated further from each other, the heat transfer coefficient 
decreases considerably. In our discussion of heat transfer coef
ficients for this rib geometry, we attributed this behavior to the 
strength of the secondary flow for each case. In contrast, the 
90 deg ribs of all three blockages show almost similar behavior 
and the two larger rib geometries tend to have an optimum pitch-
to-height ratio of 8.5. Low spacing for 90 deg ribs resembles a 
cavity-driven flow between the ribs that causes a decrease in 
the heat transfer coefficient (Metzger et al, 1988). 

Finally, the thermal performances of all geometries tested 
are compared in Fig. 17. It should be noted that the thermal 
performances reported here do not include the contribution of 
the heat transfer coefficient on the surface area between the ribs, 
/jfloor. Thermal performance data for the surface area between the 
ribs are reported by the first author (Taslim et al, 1996) and 
can be combined with the present data to determine the overall 
thermal performances. It is seen that as the blockage ratio in
creases, the rib thermal performance decreases. For all geome
tries tested, the maximum and minimum thermal performances 
corresponded to the smallest rib (elDh = 0.133) with a pitch-
to-height ratio of 10 and the biggest rib (e/Dh = 0.25) in the 
furthest upstream position, respectively. For the blockage ratios 
of 0.167 and 0.25, the furthest upstream ribs had the lowest 
thermal performances. This was expected since, for the same 
channel average friction factor, the furthest upstream rib had a 
lower heat transfer coefficient than that in the middle of the 
rib-roughened region. For the small ribs, however, the pitch-
to-height ratio of 5 showed the lowest thermal performance, 
indicating that the pressure drop for that geometry was mainly 
due to form drag and not skin friction, which is responsible for 
high levels of heat transfer coefficients. 

Conclusions 
Major conclusions of this study are: 
1 For the geometries tested, the rib-averaged heat transfer 

coefficient was much higher than that for the area between 

the ribs. For high blockage ribs with large heat transfer areas, 
commonly used in small gas turbines, the rib heat transfer is a 
significant portion of the overall heat transfer in the cooling 
passages. 

2 Except for two cases corresponding to the highest 
blockage ribs mounted at pitch-to-height ratios of 8.5 and 10 
for which the heat transfer results of 45 deg ribs were very 
close to those of 90 deg ribs, in the remaining ten cases, 45 
deg ribs produced higher heat transfer coefficients than 90 deg 
ribs. 

3 At pitch-to-height ratios of 8.5 and 10, all 45 deg ribs 
produced lower friction factors than 90 deg ribs. However, when 
they were brought closer to each other (S/e = 5), they produced 
higher friction factors than 90 deg ribs. 

4 Heat transfer coefficients for the two smaller rib geome
tries (e/Dh = 0.133 and 0.167) did not vary significantly with 
the pitch-to-height ratio in the range tested. However, the heat 
transfer coefficient for the high blockage rib geometry increased 
significantly as the ribs were brought closer to each other. 

5 Under otherwise identical conditions, ribs in the furthest 
upstream position produced lower heat transfer coefficients than 
those in the midstream position. 

6 Rib thermal performance decreased with the rib blockage 
ratio. While the smallest rib geometry in the midstream position 
and at a pitch-to-height ratio of 10 had the highest thermal 
performance, the highest blockage rib in the furthest upstream 
position produced the lowest thermal performance. These trends 
were identical for 45 and 90 deg ribs. 
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Effect of Rib Height and Pitch 
on the Thermal Performance 
of a Passage Disturbed by 
Detached Solid Ribs 
Laser holographic interferometry and pressure measurements are presented for the 
effects of rib-to-duct height ratio (H/2B), rib pitch-to-height ratio (Pi/H), and 
Reynolds number (Re) on the spatially periodic-fully developed turbulent heat trans
fer and friction in a rectangular duct of width-to-height ratio of 4:1 with an array 
of ribs detached from one wall at a clearance to rib-height ratio of 0.38. The ranges 
of H/2B, Pi/H, and Re examined were 0.13 to 0.26, 7 to 13, and 5 X 103 to 5 X 
104, respectively. The difference in the H/2B dependence of the thermal performance 
between the detached and attached solid-rib array is documented. H/2B = 0.17 and 
Pi/H = 10 are found to provide the best thermal performance for the range of 
parameters tested. Compact heat transfer and friction correlations are developed. 
Additionally, it is found that heat transfer augmentation with a detached solid-rib 
array is superior to with a detached perforated-rib array, and the mechanism respon
sible for the difference is revealed by the complementary flow visualization results. 

Introduction 

Spatially periodic flow interruption generated by rib arrays 
mounted on the walls is an extensively used means for augmen
tation of heat transfer in many practical applications such as 
heat exchangers, electronic cooling devices, cooling panels of 
a scramjet inlet, and turbine blade cooling passages (Burggraf, 
1970; Han et al, 1978; Bergles, 1988; Liou and Hwang, 1992; 
Liou et a l , 1992, 1993; Acharya et al., 1993; Chang and Mills, 
1993; Taslim and Wads worth, 1994). To remove the local heat 
transfer deterioration in the rear concave corners of the attached 
solid ribs, attached permeable ribs (Hwang and Liou, 1994) 
and detached solid ribs (Fujita et al , 1978; Marumo et al., 
1985; Suzuki et al , 1993a, b; Liou and Wang, 1995; Liou et 
al., 1995) have been proposed and proved to be effective by 
researchers. The present study intends to further investigate if 
the permeable rib array positioned at a small distance from one 
wall can attain a better thermal performance than the detached 
solid rib array. 

For spatially periodic solid ribs positioned at a small distance 
from one wall, Kawaguchi et al. (1985) studied the effect of 
streamwise pitches of circular cylinders arranged in a line on 
the flat plate heat transfer enhancements using thermocouples. 
They found that the pitch-to-cylinder diameter ratios {PilH) of 
12.5 and 25 for the range of 6.25 < PilH < <=° investigated 
resulted in the optimum thermal performance. Oyakawa et al. 
(1986) investigated how the rib shapes (different shapes of 
band plate) and detached distances affect the heat transfer from 
the wall in the fully developed region of a rectangular duct with 
staggered ribs using thermocouples. The band plate with I shape 
was found to provide best thermal performance and the optimal 
clearance ratio (C/H = detached distance /rib height) was about 
0.3. Karniadakis et al. (1988) performed a numerical study of 
unsteady two-dimensional flow at Reynolds numbers ranging 
from 100 to 525 in a plane channel with a detached circular 
cylinder array. Heat transfer enhancement was attributed to 
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strongly nonparallel finite-amplitude Tollmien-Schlichting 
waves, which act as effective heat exchangers between the 
heated wall and bulk fluid. For duct flows with a staggered 
array of circular cylinders, Yao et al. (1987, 1989) experimen
tally found that an almost consistently repeatable state was at
tained thermally and hydrodynamically after the first three cyl
inders and that an averaged Nusselt number more than three 
times larger relative to that in the smooth duct flow can be 
achieved. In addition, the distribution of the thermocouple mea
sured local Nusselt number was found to be similar in shape 
for the Reynolds number (Re) range of 8 X 103 to 6 X 104. 

For the papers quoted above, no data have been reported for 
turbulent heat transfer and friction in a duct with a detached 
square-rib array. Liou and Wang (1995) and Liou et al. (1995), 
therefore, performed such a study using laser holographic inter
ferometry (LHI) in developing and fully developed flow re
gions, respectively, for 5 X 103 £ Re S 5 X 104 and 0 § CI 
H g 1.5. The significant information they reported is that there 
exists a critical clearance ratio, C/H = 0.38, above which the 
heat transfer augmentation is mainly achieved by the enhanced 
forced convection and turbulent transport along the heated wall. 
Below this ratio, the heat transfer augmentation is attributable 
to the extended surfaces provided by the square ribs and the 
approach of the separated shear layer from the rib top toward 
the heated wall. 

For attached permeable rib arrays, Tanasawa et al. (1983) 
measured the heat transfer coefficients for turbulent flows in a 
channel with perforated plate arrays mounted on two opposite 
walls in an in-line fashion by resistance heating method and 
thermocouple technique. Their results showed that surfaces with 
perforated plate arrays provided better thermal performance at 
a constant pumping power than those with slitted plate arrays 
and fence arrays. Ichimiya and Mitsushiro (1988) studied the 
heat transfer characteristics in a parallel plate duct with porous 
rib array mounted on one insulated wall, which is opposite 
to the heated smooth wall. The mean heat transfer coefficient 
distribution measured by thermocouple technique was found to 
be two to four times that of the smooth duct, whereas friction 
factor measurements showed a decrease to two thirds to one 
fourth of the solid rib array. Recently, Hwang and Liou (1994, 
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1995) employed the LHI to investigate the effect of permeable 
rib arrays in in-line and staggered arrangements on the periodi
cally fully developed turbulent heat transfer in a rectangular 
channel. The effect of rib open area ratio (/?) was examined 
and a criterion of rib permeability was proposed. In addition, 
the permeable ribbed geometry provides a higher thermal per
formance than the solid-type ribbed one, and the best thermal 
performance occurs as P = 0.44. 

The present paper addresses the following: (1) For duct flows 
with a detached rectangular-rib array, the effects of rib-to-duct 
height ratio (or rib height to duct hydraulic diameter ratio) and 
rib pitch-to-height ratio on the thermal performance of solid-
type ribs have not been explored in the past and are, therefore, 
examined in the present paper. (2) The difference in the heat 
transfer characteristics between the detached solid-type and per
forated rib array has also not been studied in open literature 
and thus is investigated in the present study. The fluid dynamic 
mechanism responsible for the difference will be revealed 
through flow visualization. (3) There is lacking of semi-empiri
cal correlations of spatially periodic heat transfer and friction 
in terms of rib-to-duct height ratio, rib pitch-to-height ratio, and 
Reynolds number for a rectangular duct disturbed by an array 
of detached rectangular solid-type ribs. Such correlations are 
developed in the present work and may be helpful for the design 
of compact heat exchangers or cooling panels used in a scramjet 
inlet. 

Test Facility and Conditions 

Flow System. An open-loop airflow circuit was adopted as 
the flow system, as shown schematically in Fig. 1. The airflow 
was drawn from a temperature-controlled room into the test 
section through a settling chamber and a nozzlelike contraction 
to provide a fairly uniform flow with turbulence intensity less 
than 1 percent in the test section inlet. The uniformity of the 
flow and turbulence level were checked by LDV measurements 
(Liou et al., 1993). After traversing the test section, air flowed 
through a flow straightener and a flowmeter, and was then ex
hausted by a 3 hp centrifugal blower. 

Flow Field Temperature Measurement. The optical setup 
of the real-time LHI in the present work is depicted in Fig. 1 
and is similar to that described in Liou et al. (1995). Please 
refer to this earlier paper for more detail. A 3-W argon-ion laser 
with 514.5 nm (green) line provided the coherent light source. 
A module consisted of a holographic film plate holder and a 

lnimiiiil 
-Object Beam V i J Air in 

- -Reference B e a m \ f / 

/Ribs 

1. A r + Laser 
2. Shutter 
3. Plane Mirror 
4. Beam Splitter 
5. Beam Steering Device 
6. Spatial Filter 
7. Collimating Lens 
8. Holographic Plate 
9. CCD Camera & 

Image Processor ^c: j 
Air out 

Fig. 1 Schematic drawing of overall test system 

liquid gate was used to attain in-place development of the film 
plate as required for real-time holographic interferometry. The 
photographic emulsion 8E56, made by Agfa-Gevaert Ltd., was 
found to be a suitable recording material for combining a good 
compromise between light sensitivity and resolution. The in
stantaneous interference field was digitized by a CCD camera, 
which allows 512 pixel resolution with 256 gray levels per 
pixel, and recorded on a VHS videocassette recorder for storage 
and further image processing. 

Test Section. Figure 2 depicts the coordinate system, con
struction, and dimension of the test section. The test duct was 
1150 mm long and had a rectangular cross section of 160 mm 
by 40 mm (YZ plane). The solid-type or perforated aluminum 
rectangular ribs of 5.2 mm in width were positioned at a distance 
C from the bottom wall and at an angle-of-attack of 90 deg. 
Thermofoils of thickness 0.18 mm conducted heat to the top 
and bottom walls (stainless-steel sheet, 0.3 mm in thickness) 
were adhered uniformly between the stainless steel plates and 
30-mm-thick Bakelite plates and could be controlled electrically 

Nomenclature 

A = half-width of channel 
B = half-height of channel 
C = clearance between rib and wall 
cp = specific heat at constant pressure 

De = hydraulic diameter = ABI{ 1 + Bl 
A) 

f - Darcy friction factor 
H = rib height 
h = heat transfer coefficient 

kf = air conductivity 
m = mass flow rate 
n = number of rib perforations 

Nu = local Nusselt number 
Nu = average Nusselt number 

Nup = average Nusselt number in a rib 
pitch 

Nus = average Nusselt number for 
smooth duct (at same mass flow 
rate) 

Nu^ = average Nusselt number for 
smooth duct (at same pumping 
power) 

P = pressure 
Pi = rib pitch 
Pr = Prandtl number 
Q = quantity of heat given to air from 

duct entrance to considered cross 
section 

<7conv = local convective heat transfer 
flux from wall 

Re = Reynolds number 
T = temperature of air 

Tb = local bulk mean temperature of 
air 

T,„ = air temperature at duct inlet (i.e., 
room temperature) 

Tw = local wall temperature 
Th = average bulk mean temperature 

of air 

Tw = average wall temperature 
U = axial mean velocity 

W — rib width 
X = axial coordinate (X = 0 at inlet ref

erence, Fig. 2) 
XN = axial coordinate (X = 0 at rib rear 

edge, Fig. 2) 
Y = transverse coordinate, Fig. 2 
Z = spanwise coordinate, Fig. 2 
P = open-area ratio of perforated rib = 

{nn(j>2)l{2AH) 
4> = radius of perforation 
\ = wavelength of laser beam 
p = air density 

Subscripts 
N = rib index 
r = reference 

w = wall 
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Fig. 2 Coordinate system, construction, and dimension of test duct 

by a 60 W d.c. power supply. The Bakelite plates were used to 
prevent heat loss from the back sides of the heated stainless 
plates. A thin layer of glue (0.13 mm thick or less) served at 
each of the above-mentioned interfaces to ensure good contact. 
The thermal resistance of the glue may be neglected (less than 
1 percent). The side walls of the entire heated test duct were 
made of plexiglass plates to provide optical access for LHI 
measurements. The construction of the detached-ribbed wall is 
displayed in detail in Fig. 2. 

Wall Temperature and Centerline Pressure Measure
ment. As shown in Fig. 2, the interferograms were taken at 
the region of 10 =s XIDe =s 15. The region of optical view was 
instrumented with 30 copper-constantan thermocouples along 
the centerline (Z = 0) of the heated bottom wall for wall temper
ature measurements. The junction beads (0.15 mm in diameter) 
were carefully embedded into the wall, and then ground flat to 
ensure that they were flush with surfaces. The wall temperature 
signals were transferred to a Yokogawa DA-2500 hybrid re
corder, and then sent to a PC-AT for data storage and further 
processing. Two Pitot tubes inserted from the side wall at XI 
De = 9.8 and 13.1 were used to measure the centerline static 
pressure drop for the spatially periodic regions. 

Test Conditions. The clearance between the detached ribs 
and bottom wall is fixed at CIH = 0.38 since the previous study 
indicated the maximum heat transfer and thermal performance 
enhancement attained by the solid-type ribs at this CIH value 
(Liou et al., 1995). The parameters investigated include the rib 
height to duct hydraulic diameter {De = 64 mm) ratio, HIDe 
= 0.081, 0.106, and 0.162 (or rib-to-duct height ratio, HUB 
= 0.13, 0.17, and 0.26), rib pitch-to-height ratio, PilH = 7, 
10, and 13, and Reynolds number (based on the hydraulic diam
eter and cross-sectional bulk mean velocity of the ribbed duct) 
from 5 X 103 to 5 X 104. Since the present study is interesting 
in periodic fully developed heat and friction characteristics in 
ribbed ducts, the temperature and pressure drop data are taken 
in the range 10 s XIDe =s 15 and 9.8 < XIDe s 13.1, respec
tively. The spatially hydrodynamic and thermal periodicity in 
these regions has been verified in our previous work (Liou et 
al , 1995; Liou and Wang, 1995), and thus is not elaborated on 
in the present work. 

Since LHI is based on the integral of the change in spanwise 
refractive index, the two dimensionality of spanwise tempera
ture profile of the flow field is examined by the thermocouple 
probing. Figure 3 shows an example of wall temperature distri
bution in the Z direction at various Reynolds numbers. The 
scatter in spanwise direction is typically less than 5.7 percent 
of the duct spanwise average temperature. Another source of 
error results from the presence of density gradients normal to 
light beam. By using the interferometry error analysis suggested 

in Goldstein (1976), the resulting errors in the fringe (or tem
perature) shift due to the end effect associated with deviation 
from two dimensionality and refraction effect associated with 
normal density gradient are 8 and 4.2 percent, respectively. 

Data Analysis. The temperature field can be obtained from 
LHI interferograms through the following expression for a two-
dimensional incompressible flow (Hauf and Grigull, 1970) 

St — 5,_i = Tr- pr- Gd-2A a i 
( i ) 

where 5, - S,_i is the fringe shift, S, the fringe order, and Gd 

the Gladstone-Dale constant. 
The local Nusselt number of the heated surface is defined as: 

Nu = -(dTldY)w-De/(Tw - Tb) (2) 

where Tw is read from the thermocouple output and Tb is calcu
lated from an energy balance, Tb = Tin + Ql{m-c„) with Q = 

0 [kf • (dTldY)w • 2A] • dX. The maximum uncertainty of Nu 
is estimated to be less than 8.1 percent for all examined cases 
by the uncertainty estimation method of Kline and McClintock 
(1953). 

The average Nusselt number for the spatially periodic region 
is evaluated as: 

Nup = (?conv-De/[n; /-(fw- T„)] (3) 

where qcom is estimated by subtracting the heat loss from the 
supplied electrical input and Tw is the average wall temperature 
along the lower ribbed wall in a pitch module. The maximum 
uncertainty of Nup is estimated to be less than 9.8 percent. The 
average Nusselt number for fully developed turbulent flow in 
smooth circular tubes correlated by Dittus and Boelter (1930), 
Nus = 0.023• Re0 8-Pr0 4 , is used to normalize the local and 
average Nusselt number in the present study. 

The Darcy friction factor of the periodically fully developed 
flow is expressed as: 

/ = [(-AP/AX)-De]«p-U2/2) (4) 

where API AX is evaluated by taking the ratio of the pressure 
difference and the distance of two successive Pitot tubes. A 
maximum 7.3 percent uncertainty of / is estimated. 

Results and Discussion 

Local Nusselt Number. The local heat transfer coefficient 
distribution of the heated wall can be calculated from the whole-
field coolant temperature distribution provided by the LHI inter-

<°c) 

Pi /H-10 Xn/H=6.0 
C/H=0.38 Y/B-0.0 

•H/2B-0.13 

A Re-lGQ0O • Re*30000 
VRe=ZOO0O O Re=40000 

average temp. 

- 8 0 . 0 0.0 BO.O 

Z (mm) 

Fig. 3 Spanwise wall temperature distribution at various Reynolds num
bers 
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ferograms and is shown in Fig. 4 for various HUB and fixed 
values of B = 0 percent, CIH = 0.38, PilH_ = 10, and Re = 
2 X 10*. In general, higher values of Nu/Nus occur at about 
XNIH = 8.5 close to the rib's bottom front corner and at the 
half-rib width XNIH = -0 .5 beneath the rib. At these two loca
tions both the temperature gradient and mean velocity gradient 
are steep due to an approach of the shear layer to the wall by 
sudden contraction of the flow around the rib's bottom corner 
and to the enhanced forced convection of the flow's acceleration 
through the gap. For H/2B S 0.17 (or HIDe_& 0.106), the 
local level of heat transfer enhancement (Nu/Nus > 1) gener
ally increases as HUB increases from 0.13 to 0.17 (or HIDe 
from_0.081 to 0.106). Beyond HUB = 0.17 the level of 
Nu/Nus increases only slightly with increasing HIDe, with an 
exception at 6.2 < XN/H < 9. This dependence of Nu/Nus on 
HIDe was also found by Sparrow and Tao (1984) for Sherwood 
number in a duct with attached circular ribs. 

For the case of perforated ribs, HUB = 0.17 and {3 = 44 
percent, Fig. 5 depicts that the level of local Nusselt number 
ratio along the wall in one pitch module is markedly lower than 
the corresponding case of solid-type ribs, HUB = 0.17 and B 
= 0 percent, especially for the interrib region. The fluid dynamic 
mechanism responsible for the difference in the local heat trans
fer distributions between the aforementioned detached solid-
type ribs and perforated ribs may be revealed from the comple
mentary flow visualization results shown in Figs. 6 and 7, al
though the photographs were taken at a lower Reynolds number. 
Immediately behind the detached ribs with B = 0 percent, Fig. 
6 shows the presence of recirculating flow, i.e., wake behind the 
bluff body. The wake is asymmetric due to the rather different 
distances between the rib and two opposite walls. The wall jet 
issuing from the gap between the the rib and bottom wall pro
ceeds downstream and expands upward. Part of wall-jet fluids 

X/H 1 2 3 4 5 6 7 8 9 
Fig. 6 Flow pattern of smoke-streak visualization for Re = 2300, CIH 
= 0.38, H/2B = 0.13, Pi/H = 10, and |8 = 0 percent 

Fig. 7 Flow pattern of smoke-streak visualization for Re = 2300, CIH 
= 0.38, H/2B = 0.13, Pi/H = 10, and 0 = 44 percent 

meets with the fluid stream separated from the rib top rear 
corner at the wake's rear end. These two fluid streams with 
different velocities form a shear layer, which rolls up into a 
vortex and subsequently grows and sheds downstream until the 
front edge of the next rib. In contrast, for the case of perforated 
ribs (Fig. 7) , a part of the fluid passes through the rib and exits 
from the rear face of the rib in the form of multijets, as indicated 
by saw-shaped smoke-streak pattern or interferometric fringes 
(Fig. 8, taken at Re = 2 X 104) immediately behind the rib. 
Note that the interferometric fringes represent lines of constant 
temperature. The wake behind the rib is thus broken up. The 
multijets behind the rib, the fluid stream separated from the rib 
top rear corner, and the above-mentioned wall jet form a thicker 
and complex mixing layer downstream of XIH = 2 to 3. No 
noticeable roll-up and shedding phenomena were observed dur
ing most of the time. Occasionally, the vortex roll-up would 
occur close to the next rib and thus no enough space for shed
ding. A distinct difference between Figs. 6 and 7 in the smoke-
streak patterns along the rib-top line (YIH = 1.38) is clearly 
visible. The presence of vortex shedding for the detached solid-
type ribs promotes the mixing of cold core fluids with the hot 
near-wall fluids and hence leads to a higher level of Nu/Nu, 
distribution, as compared with the perforated-rib case, which 
lacks of unsteady vortex shedding. On the other hand, the inter
action of the multijets behind the perforated ribs contributes a 
local maximum Nu/Nus at half-rib distance downstream of the 
rib (XNIH = 0.5), which is not found for the detached solid-
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Fig. 5 Comparison of local Nusselt number ratio distributions along the Fig. 8 Example of holographic interferogram for Re = 2 x 104, CIH •• 
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type ribs; however, the level is not greater than that for solid 
ribs. 

One previous result (Yao et al., 1989) in open literature with 
closest CIH, HUB, and /3 but different Reynolds number and 
geometric arrangement is also shown in Fig. 5 for reference. 
Both cases of /? = 0 percent generally provide higher levels of 
Nu/Nus than the case of /5 = 44 percent for the reason given 
above. The differences between the present result of /3 = 0 
percent and the data of Yao et al. are mainly due to different 
Re, rib shape (rectangular versus circular), rib arrangement 
(one-side-roughened duct versus a staggered arrangement), and 
duct width-to-height ratio (4:1 for the present work versus 8:1 
for the work of Yao et al. (1989)). 

Average Nusselt Number and Friction Factor. The aver
age Nusselt number ratio for the detached solid-type ribbed duct 
flows with three values of HUB is plotted in Fig. 9(a) as a 
function of Reynolds number. It is seen that the average heat 
transfer coefficient ratio Nup/Nus is weakly affected by the rib-
to-duct height ratio H/2B. The HUB = 0.17 case attains a 
slightly higher Nup/Nus for most of the Re range tested. This 
trend for the duct flows with detached solid-type ribs (H/De = 
0.081, 0.106, and 0.162; CIH = 0.38) is different from that 
observed for the duct flows with attached solid-type ribs. Han 
(1984; HIDe = 0.021, 0.042, and 0.063; in-line ribs), Liou and 
Hwang (1992; HIDe = 0.063, 0.081, and 0.106; in-line ribs), 
and Taslim and Wadsworth (1997; HIDe = 0.133, 0.167, and 
0.25; staggered ribs) reported that both the average friction 
factor (Fig. 9(b)) and Stanton number or Nusselt number (Fig. 
9(b)) increase with increasing HIDe for attached solid-type 
ribbed duct flows_(C7// = 0 and PilH = 10). For CIH = 0 
the increase of Nup with increasing rib height is due to the 
increased rib heat transfer surface area, turbulence intensity, 
and flow acceleration through the in-line rib contraction or addi
tionally due to increased diversion of flow towards ribs on the 
opposite wall for staggered ribs. In contrast, for CIH = 0.38 
of the present case our previous study (Liou et al., 1995) indi
cated that the heat transfer from the rib surface to the core fluid 
was insignificant and the forced convection enhancement in the 
gap between the rib base and the heated wall as well as turbulent 
transport enhancement played the main role for the overall heat 
transfer augmentation. Consequently, for CIH = 0.38, the in
creasing rib height does not effectively lead to increased rib heat 
transfer surface area. Moreover, as rib height H is increased, the 
overall blockage increases to accelerate flow through the gap; 
nevertheless, the gap C also increases to offset the acceleration 
since the ratio CIH = 0.38 is fixed. In other words, because 
the ratio CIH = 0.38 is fixed, the increasing rib height does 
not effectively enhance the flow acceleration through the gap. 
The increasing rib height does promote turbulence; however, it 
also results in larger amount of lower speed wake fluids. It is 
these factors responsible for the weak dependence of Nup/Nus 

on HI2B for the present case of CIH = 0.38. With the values 
presented in Fig. 9(a) the dependence of the average Nusselt 
number on the rib height and Reynolds number for the duct 
flows with detached solid-type ribs can be further correlated by 
an equation of the form 

Nu"p/Nu"s = 1 + 22.16-Re" a 2 3-(/ / /2fi) a 0 5 

(5 X 103 < Re < 5 X 104) (5) 

where the constants are obtained by curve fitting, based on a least-
squares method through the measured data. The average deviations 
of the experimental data from this equation are ±2.4, 1.1, and 1.8 
percent for HUB = 0.13, 0.17, and 0.26, respectively. 

For the same reason discussed in the section of local heat 
transfer coefficient, Fig. 9(a) shows that the corresponding case 
for the detached perforated ribs (/3 = 44 percent) gives rise to 
a significant lower Nup/Nus enhancement, as compared with 
the detached solid-type ribs. Quantitatively, the level of heat 

transfer augmentation of the detached perforated and solid-type 
ribbed duct over the smooth one is approximately 0.75-1.75 
and 1.60-2.75 times Nus, respectively, for the test range of Re 
and HUB = 0.17, as depicted in Fig. 9(a) . 

Because the ribs disturb the core flow significantly, the rib-
type heat transfer augmentor also increases the friction loss. 
Figure 9(a) also shows the Reynolds number dependence of 
average friction factor for periodic fully developed duct flows 
with three rib-to-duct height ratios. All the curves depict a de
crease of /with increasing Re, an increase of /wi th increasing 
rib height, and a decrease of / with increasing ji for the range 
of parameters tested. It may be interesting to point out that 
while trend of heat transfer with rib height differs for attached 
and detached solid ribs, the friction factor trend remains the 
same (Figs. 9(a, b)). Quantitatively, Fig. 9(a) indicates that 
for HUB = 0.17 the detached solid-type ribs increase the fric
tion loss approximately 5.7-6.6 and 1.4-1.7 times over those 
of the smooth wall case and the detached perforated-rib case, 
respectively, for the test ranges of CIH, PilH, and Re. The 
effects of the Reynolds number (5 X 103 < Re < 5 X 104) 
and the solid-rib height on the average friction factor for the 
present test conditions can be correlated by the following ex
pression: 

/ = 10.23 •Re-a33-(tf/2fl)0 '49 (6) 

The average deviations of the measured data from the correla
tion are ±2.8, 12.0, and 3.6 percent for HUB = 0.13, 0.17, 
and 0.26, respectively. 

Thermal Performance. As addressed in Introduction, the 
effect of HUB on the thermal performance of a duct flow with 
detached rectangular solid ribs has not been studied in the past. 
Figure 10 allows such a study by comparing the average heat 
transfer coefficient for a duct with detached solid ribs of various 
heights with that for a smooth duct at a constant pumping power 

which is proportional t o / "3 • Re. In Fig. 10 Nus* is the average 
Nusselt number for a smooth duct with the flow rate at which 
the pumping power is the same as that obtained in the ribbed 
duct and its correlation had been described in detail by Liou 
and Hwang (1992). The improvement in Nup of the duct with 
detached solid ribs is significant and approximately 1.8 to 2.1 

times that of Nus* for the ranges of Reynolds number and rib 
height investigated. Among the rib heights studied, HUB = 
0.17 provides the best thermal performance at a constant pump
ing power. 

For a duct with attached (CIH = 0) perforated (/? * 0) ribs 
on two opposite walls, Hwang and Liou (1994) reported that 
ribs with open-area ratio p = AA percent gave the best thermal 
performance among the /3 range investigated. It is interesting 
to find out whether the detached perforated rib array can perform 
better than the detached solid rib array. An additional measure
ment for a duct with a perforated rib array (HUB = 0.17) 
detached a distance of CIH = 0.38 from one wall was therefore 
performed and the result is also included in Fig. 10 for compari
son. It is seen that Nup/Nus* performance enhancement for a 
detached perforated ribbed duct is less pronounced and de
creases with increasing pumping power at a faster rate (from 
1.9 to 1.3 times that of Nu*) than that (from 2.1 to 1.8 times 
that of Nus*) for a detached solid-type ribbed duct. Moreover, 
the detached solid-type rib array with HUB = 0.17 achieves 
the best thermal performance among the HUB range examined. 

Effect of Rib Pitch. For spatially periodic duct flows with 
attached solid-type ribs in an in-line arrangement, the effect of 
rib pitch was investigated by Han (1984) for PilH = 10, 20, 
and 40 and by Liou and Hwang (1992a) for PilH = 10, 15, 
and 20. Both works reported a decrease of average Stanton 
number or Nusselt number and friction factor with increasing 
PilHforH/De = 0.021-0.106. Taslim and Wadsworth (1997) 
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Fig. 9 Average Nusselt number ratio and friction factor versus Reynolds number: (a) comparison between authors' works; (b) comparison between 
works of various researchers (* ribs mounted on four walls; ** all acrylic ribs but one copper rib) 

performed a similar study with ribs in a staggered arrangement, 
a pitch range of PilH S 10 (or 5, 8.5, and 10), and HIDe = 
0.133-0.25. They found that Pi/H = 8.5 produced higher heat 
transfer coefficient, PilH - 10 had the highest thermal perfor
mance at a constant pumping power for HIDe = 0.133, and 
thermal performance of higher HIDe did not change signifi
cantly with PilH. From the results of PilH S 10 and PilH g 
10 reported in the past, a rib pitch-to-height ratio of 10 seems 
to be an appropriate choice for heat transfer enhancement in a 
duct flow with attached solid-type rectangular ribs. It is now 
interesting to know whether a similar conclusion can be ob

tained for the present detached solid-type rectangular ribs. Fig
ures 11 and 12 depict the average Nusselt number ratio and 
friction factor versus Reynolds number, respectively, for the 
detached solid-type ribs with PilH = 7, 10, and 13. Both figures 
show that Nup/Nus and / decrease with increasing PilH, a 
result similar to that reported by Han (1984) and Liou and 
Hwang (1992) for the attached solid-type ribs. Owing to the 
opposite effect of Pi/H on the Nup/Nus augmentation and / 
reduction, a thermal performance analysis at a constant pumping 
power is worthwhile and the result is plotted in Fig. 13. It 
appears that the moderate value of Pi/H = 10 gives a slightly 

586 / Vol. 120, JULY 1998 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



If 

3.0 

1.0 

1 i i i i i i i i i i i 

C/H = 0.38 Symbol H/2B Pi/H P Geometry 

Present 
study 

O 0.26 

10 
0% 

• • • 
Present 
study • 0.17 

10 
0% .jln.,V~ 

Liou et al. 
(1995a) • 0.13 

10 
0% 

• • • 

Present 
study • 0.17 

10 

44% M • • 

1 
1 

1 
1 

1 
1 

1 
1 

1 
•4

 * 4 * *> Zt 
T 

i 1 i 1 

-

1 5 1/3 1 0 -4 2 0 

Pumping Power Parameter/ Rex 10 

Fig. 10 Thermal performance comparison at a constant pumping power 

better thermal performance at a constant pumping power among 
the Pi/H explored. 

Semi-empirical correlations for the dependence of average 
Nusselt number and friction factor can be obtained from Figs. 
11 and 12 and expressed by the following forms 

Nup/Nus = 1 + 2.89-Re 004 -(Pi/H)001 

f =8 .43 - R e ^ 3 2 -(Pi/Hy03* 

(7) 

(8) 

The maximum deviations of the measured data from Eqs. (7) 
and (8) are within 5.4 and 4.5 percent, respectively. 

Conclusions 
Laser holographic interferometry and pressure measurements 

of spatially periodic-fully developed turbulent fluid flow under 
the conditions examined in the present paper indicate that for 
a rectangular rib array detached from one wall, the duct flow 
with solid-type ribs attains a higher thermal performance than 
the duct flow with perforated ribs. The complementary flow 
visualization further reveals that the main controlling mecha
nism for this trend is the presence and absence of vortex shed
ding in the interrib region for the former and latter cases, respec-
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tively. Among the three rib heights investigated the detached 
solid-rib array with HUB = 0.17 (or HIDe = 0.106) provides 
the best thermal performance at both constant pumping power 
and constant flow rate. This present result of the detached solid 
rib array is different from that of the attached solid rib array 
for which the thermal performance at a constant flow rate (i.e., 
average Nusselt number) increases with increasing rib height, 
as reported in the past for the appropriate range of rib heights. 
Not benefiting from the effects of extended rib surface area 
with increasing rib height on the heat transfer augmentation for 
the detached rib array provides the rationale for this difference. 

As for the effect of rib pitch, Pi/H = 10 is found to give the 
highest thermal performance at a constant pumping power 
among the three rib pitches examined. Moreover, compact cor
relations of the friction and average heat transfer coefficients 
for duct flows with a detached solid-rib array are obtained for 
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the first time. For the duct flow with a detached solid rib array 
of HIDe = 0.106 and PilH = 10 the thermal performance at 
a constant flow rate and a constant pumping power over the 
smooth duct flow can attain values as high as 160 to 275 percent 
and 90 to 110 percent, respectively, for the range of Reynolds 
number tested. 
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Heat Transfer in a Two-Pass 
Internally Ribbed Turbine Blade 
Coolant Channel With Cylindrical 
Vortex Generators 
The effect of vortex generators on the mass (heat) transfer from the ribbed passage 
of a two-pass turbine blade coolant channel is investigated with the intent of 
optimizing the vortex generator geometry so that significant enhancements in 
mass/heat transfer can be achieved. In the experimental configuration considered, 
ribs are mounted on two opposite walls; all four walls along each pass are active 
and have mass transfer from their surfaces but the ribs are nonparticipating. 
Mass transfer measurements, in the form of Sherwood number ratios, are made 
along the centerline and in selected interrib modules. Results are presented for 
Reynolds number in the range of 5000 to 40,000, pitch to rib height ratios of 10.5 
and 21, and vortex generator-rib spacing to rib height ratios of 0.55 and 1.5. 
Centerline and spanwise-averaged Sherwood number ratios are presented along 
with contours of the Sherwood number ratios. Results indicate that the vortex 
generators lead to substantial increases in the local mass transfer rates, particu
larly along the side walls, and modest increases in the average mass transfer 
rates. The vortex generators have the effect of making the interrib profiles along 
the ribbed walls more uniform. Along the side walls, vortices that characterize 
the vortex generator wake are associated with significant mass transfer enhance
ments. The wake effects and the levels of enhancement decrease somewhat with 
increasing Reynolds number and decreasing pitch. 

Introduction 

Since the power output of a gas turbine engine depends on 
the turbine inlet temperature, one of the primary goals in the 
development of advanced turbine systems is to explore more 
effective methods of heat removal from the turbine blades. This 
paper deals with the flow and heat transfer in the internally 
ribbed coolant channels of a gas turbine blade and aims to 
examine heat transfer enhancement brought about by placing 
vortex generators above the ribs in the coolant passages. This 
expected enhancement is based on observations made in flow 
past ribs (Acharya et al., 1991) in which it was shown that the 
separated shear layer behind the rib was characterized by large-
scale vortical structures, and that these structures could be ma
nipulated by introducing an external perturbation into the flow 
in order to promote mixing behind the rib. Greater mixing and 
shear layer growth behind the ribs is expected to lead to en
hancement in surface heat transfer. In this paper the vortex 
street behind a cylindrical vortex generator mounted above the 
rib will be used as the external perturbation, and its effect on 
the heat transfer from the ribbed surface will be examined. The 
long-term goal of the study is to examine the heat transfer 
behavior for this geometry under rotating conditions. However, 
in this paper, only stationary coolant channel results are re
ported. 

Numerous experimental investigations reporting the local and 
average heat transfer behavior in ribbed channels are available 
in the literature (e.g., Sparrow and Tao, 1983; Han and Zhang, 
1991; Acharya et al., 1993, 1995a, b) . In general, these studies 

'Corresponding author. 
Contributed by the International Gas Turbine Institute and presented at the 41st 

International Gas Turbine and Aeroengine Congress and Exhibition, Birmingham, 
United Kingdom, June 10-13, 1996. Manuscript received at ASME Headquarters 
February 1996. Paper No. 96-GT-474. Associate Technical Editor: J. N. Shinn. 

consistently report significant heat transfer enhancement due 
to the ribs, with peak heat transfer values in the vicinity of 
reattachment and just upstream of the rib. A number of studies 
have also reported flow measurements in ribbed channels in 
order to explain the observed heat transfer behavior. Humphrey 
and Whitelaw (1979) have shown that the ribs induce a strong 
generation of turbulent kinetic energy as well as gradients in 
Reynolds stresses, which result in a normal-stress-driven sec
ondary flow. Developing flow characteristics in a ribbed duct 
show that the interaction of shear layers formed by consecutive 
ribs results in an increase in turbulent kinetic energy (Liou et 
al., 1990). Karniadakis et al. (1988) performed a numerical 
study, and using the Reynold's analogy of momentum and heat 
transfer, showed that heat transfer rate increases with flow insta
bility. Acharya et al. (1994) have reported measurements of 
velocity and heat transfer past a surface mounted rib, and have 
shown the correlation between the surface heat transfer and 
near-wall turbulence levels. 

In recent years, more effective heat removal techniques have 
been explored. A half-delta-wing geometry has been shown to 
generate longitudinal vortices embedded in the boundary layer 
in such a way that heat transfer dominates over momentum 
transfer (Wroblewski and Eibeck, 1991). With this vortex gen
erator geometry, it was shown that the maximum heat transfer 
occurred at low Reynolds numbers (Garimella and Eibeck, 
1991). A small fencelike geometry placed opposite a ribbed 
wall was shown to reduce the occurrence of local hot spots in 
the fully developed region by inducing a more uniform heat 
transfer distribution (Hung and Lin, 1992). A cylindrical vortex 
generator placed above and parallel to the ribs in a duct has been 
shown to increase heat transfer significantly at low Reynolds 
numbers (Myrum et al., 1992). Further investigations with the 
cylindrical vortex generators have shown that the local stream-
wise distributions of heat transfer are more uniform, but are 
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restricted to the interrib region immediately downstream of the 
generator (Myrum et al., 1993). A later, more extensive study 
of the effects of cylindrical vortex generators has shown that 
heat transfer enhancement can be attributed to the enhancement 
of near-wall turbulence (Myrum et al., 1996). It is believed 
that this increased turbulence is the result of the interaction of 
the wake downstream of the cylinder and the separated shear 
layer downstream of the rib (Myrum and Acharya, 1994). 

The above-mentioned studies of Acharya, Myrum, and co
workers with cylindrical vortex generators have shown signifi
cant heat transfer enhancement at low Reynolds numbers. These 
studies have, however, been performed in a two-dimensional 
rectangular geometry. The present investigation will study the 
effect of this vortex generator geometry in a square-sectioned, 
ribbed duct over a range of Reynolds numbers. This geometry 
is more representative of a gas turbine coolant channel. The 
flow is three dimensional with secondary flows expected to have 
some effect on the flow structure. To the authors' knowledge, 
no studies on the effect of cylindrical vortex generators in a 
square-sectioned duct have been made. 

Experiments 
The experiments are performed in a test apparatus designed 

for the study of mass transfer (sublimation of naphthalene) in 
a rotating duct that simulates the coolant channels of a turbine 
blade. Mass transfer measurements permit the acquisition of 
detailed local distributions of the Sherwood number, which can 
then be converted to Nusselt numbers using the heat-mass 
transfer analogy. 

Apparatus. An overall schematic of the experimental setup 
is shown in Fig. 1. Compressed air is used as the working 
fluid for all experiments in order to simulate the operational 
parameters in a turbine engine more closely. The air is taken 
from large, exterior reservoirs in order to minimize flow distur
bances caused by the compressor. A concentric bore orifice 
plate is used to measure the mass flow rate in the meter run. A 
regulator is used to maintain a constant supply pressure in the 
meter run. Test section and meter run pressures are measured 
using mechanical pressure gages that have a 2.5 psi (17.2 kPa) 
resolution, and are controlled independently with gate valves 
located downstream of both the meter run and test section. 
Naphthalene-laden exhaust air is directed through flexible tub
ing to a fume hood. 

The aluminum alloy test section consists of a 2.75 in. (69.85 
mm) tapered settling chamber; a frame that supports eight re
movable wall frames; and a removable 180 deg bend. These 
major components are secured in a flange-like manner, using 
O-rings between all parts to prevent air leakage. When assem
bled, the test section forms 1 X 1 X 12 in. (25.4 X 25.4 X 
304.8 mm) long inlet and outlet sections 1.5 in. (38.1 mm) 
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Fig. 1 Schematic of experimental apparatus 

apart that are connected by the 180 deg, 1 X 1 in. (25.4 X 25.4 
mm) square cross-sectional bend. The aluminum ribs are 0.1 X 
0.1 X 1.0 in. (2.54 X 2.54 X 25.4 mm) long and have holes 
on either end for mounting (Fig. 2). Steel, 0.025 in. (0.635 
mm) diameter music wire is inserted into these holes to secure 
them to the side walls of the test section. The ribs are mounted 
only on opposite walls and are not coated with naphthalene. 
The vortex generators (rods) are made from 0.078 in. (1.98 
mm) diameter steel music wire. The rods are positioned in the 
test section by means of small aluminum brackets that allow 
for variation of rib-rod spacing. 

Detailed surface profiles of the cast surfaces are required for 
local mass transfer results. These profiles are obtained by mov
ing the walls under a fixed, linear variable differential transducer 
(LVDT) type profilometer. A bidirectional traversing table is 
securely mounted to the platform of a milling machine. The 
plates are secured to a 0.625 in. (15.875 mm) thick tooling 
aluminum plate, which is fixed to the traversing table. This 
mounting plate has been machined with an assortment of pin 
supports and machine screw taps to ensure the walls not only 
lie flat on the plate, but also are mounted in the same location 
for all scans. A custom written program run on a personal 
computer is used to control the motion of the traversing table 
through micro-step drive motors with a 0.00005 in. (0.00127 
mm) step size. 

Nomenclature 

d = vortex generator diameter, ft 
D = hydraulic diameter of test section, 

ft 
T>„-a — binary diffusion coefficient for 

naphthalene-air, ft2/s 
e = rib height, ft 

hm = local mass transfer convection 
coefficient, ft/s 

m" = local mass flux, lbm/ft2/s 
N = local augmentation number, de

fined in Eq. (8) 
N0 = local Sherwood number ratio, de

fined in Eq. (7) 
Nu = local Nusselt number 

P = rib pitch, ft 
Pr = Prandtl number 
pw = wall vapor pressure of naphtha

lene, lb/ft2 

Re = test section Reynolds number 
s = rod-rib clearance, ft 

Sc = Schmidt number of naphthalene-
air 

Sh = local Sherwood number 
ShCL = centerline average Sherwood 

number for entire duct 
Sh0 = fully developed Sherwood num

ber 

T„ = wall temperature, R 
x = streamwise coordinate, ft 

y, z = cross stream coordinates, ft 
6 = local sublimation depth, ft 

At = time of experiment, s 
v = viscosity of air, ft2/s 

pb(x) = local bulk vapor density of naph
thalene, lbra/ft

3 

ps = density of solid naphthalene, 
lbm/ft3 

pw = wall vapor density of naphtha
lene, lbm/ft3 
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Fig. 2 Schematic of test section showing geometric notation 

Procedure. Fresh, 99 percent pure naphthalene crystals are 
melted in a heavy-walled glass beaker with an electric heating 
element. The clean test section walls are clamped to stainless 
steel plates, which have been polished to a mirrorlike finish. 
Molten naphthalene is quickly poured into the hollow cavity of 
the plate frame to fill completely the region between the walls. 
The cast plates stand for at least eight hours in a fume hood to 
attain thermal equilibrium with the laboratory. 

Each wall is then separated from the casting plate and 
mounted to the mounting plate for scanning. After scanning, 
the plates are stored in an air-tight container, saturated with 
naphthalene vapor, to hinder natural sublimation until the test 
section is assembled. 

Test section assembly is begun by first inserting the two inner 
side walls and then attaching the bend. Any ribs or vortex 
generators are then attached to these walls and the two outer 
side walls are mounted. The alignment of all ribs and vortex 
generators is checked before the four top and bottom walls are 
assembled. After the experiment is over, the test section is 
disassembled and the walls are placed in the storage container 
until they are scanned again. 

Data Reduction. Mass flow rate in the meter run is calcu
lated from measurements of temperature, pressure, and differen
tial pressure using standard equations for concentric bore orifice 
meters (Stearns et a l , 1951; Miller, 1989). 

Naphthalene sublimation depth is calculated from the two 
surface profiles for each wall. Each profile is normalized with 
respect to a reference plane computed from three points scanned 
on the aluminum surface of the walls. The difference between 
the normalized profiles gives the local sublimation depth. 

The local mass flux m" at each location is calculated from 
the following expression: 

m" = ps8IAt (1) 

where ps is the density of solid naphthalene, 6 is the local 
sublimation depth, and At is the duration of the experiment. 
Vapor pressure at the wall p„ is calculated from the following 
equation (Sogin and Providence, 1958): 

logio (pw) = A - BIJW (2) 

where A and B are constants (11.884 and 6713, respectively) 
and T„ is the absolute wall temperature. Wall vapor density pw 

is then calculated using the perfect gas law. Bulk vapor density 
of naphthalene pb(x) is obtained by mass conservation balances 
of naphthalene from the inlet (x = 0) to the streamwise location 
(x). 

The local mass transfer convection coefficient hm is then cal
culated as follows: 

h,„ = m"/(p„ - pb(x)) (3) 

The binary diffusion coefficient £)„_„ for naphthalene sublima
tion in air is taken as the ratio of the kinematic viscosity of air 
v to the Schmidt number for naphthalene-air (Sc = 2.5). The 
local Sherwood number Sh is then calculated by: 

Sh = hmD/Dn-a = hmDSc/i> (4) 

where D is the hydraulic diameter of the test section. Sherwood 
number results presented in this study have been scaled with a 
correlation adapted from McAdams (1954) for fully developed 
smooth wall pipe flow: 

Sh„ = 0.023 Re°-8Sc0'4 (5) 

where Re is the duct Reynolds number. 
Comparison of heat transfer and mass transfer results is done 

through the use of the heat-mass transfer analogy (Sogin, 
1958): 

Nu = Sh(Pr/Sc)° (6) 

where Nu is the Nusselt number and Pr is the Prandtl number 
of air. To facilitate comparison between mass and heat transfer 
results, a Sherwood number ratio, Na< is defined as follows: 

N0 = Sh/Sh0 = Nu/Nu„ (7) 

where Nu0 is the correlated fully developed Nusselt number, 
analogous to Sh0. An augmentation number N is used to show 
mass transfer augmentation for tests involving vortex genera
tors. It is defined as follows: 

N = Shr, o/Shri (8) 

where Shrlb.rod is the Sherwood number with the vortex genera
tors installed and Shrib is the Sherwood number for the baseline. 
Both local (N„, N) and area-averaged (N„,N) results are com
pared in this manner. Area-averaging is performed over the 
region between consecutive ribs. 

Uncertainty. Uncertainties for all computed values are esti
mated using the second-power equation method (Kline and 
McClintock, 1953). The estimates for these experiments are 
comparable to previously reported values for both heat transfer 
and mass transfer studies, but are believed to be conservative. 

Volume flow rate and duct Reynolds number (Re) uncertain
ties are estimated to be less than 10 percent for Re > 6000. 
The reported resolution of the LVDT is 0.00005 in. (0.00127 
mm) while the analog-to-digital (A/D) board is reported to 
have an accuracy of 0.000078 in. (0.002 mm) in a 12 kHz 
acquisition rate, 16-bit resolution mode. Experimental tests of 
accuracy and repeatability for the entire acquisition system indi
cate a sublimation depth uncertainty of 0.00015 in. (0.0038 
mm). Sublimation depths are maintained at about 0.006 in. 
(0.152 mm) by varying the duration of the experiment. This 
target depth was selected to minimize uncertainties in both depth 
measurement and changes in duct cross section area. These 
uncertainties were found to be 1 and 3 percent, respectively. 
The resulting experimental duration was between 90 min for 
Re = 30,000 and 180 min for Re = 5,000. 

Vapor density uncertainty based on measured quantities is 
negligible for both wall and bulk values. Overall uncertainty in 
Sherwood number calculation is about 8 percent and varies 
slightly with Reynolds number ( < 1 percent). 

Experimental Results 

The experiments reported in this paper were performed with 
ribbed top and bottom walls and smooth side walls. Measure
ments were made for the following parameters (see Fig. 2 for 
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notation): rib height-to-hydraulic diameter ratio, elD = 0.1, 
and vortex generator (rod) diameter-to-rib height ratio, die = 
0.78. Rods are placed above all the ribs for Pie = 21, and over 
every other rib, beginning with the first one in the duct, for rib 
pitch-to-rib height ratio, Pie - 10.5. For sle = 0.55, rods are 
placed in both the inlet and outlet sections, but for sle = 1.0 
and 1.5, rods are placed only in the inlet section. Four different 
Reynolds numbers: 5000, 10,000, 30,000, and 40,000 were in
vestigated for the rib only baseline and each of the three rod 
clearance ratios. 

Along the centerline of each plate, 120 points are measured 
and these are used for the calculation of the bulk naphthalene 
vapor density. This method assumes a uniform cross-stream 
mass transfer distribution, which will later be shown to be inac
curate. However, the difference between cross-stream-averaged 
sublimation depth and local centerline sublimation depth corre
sponds to a negligible difference in bulk vapor density in the 
inlet duct, and does not exceed about 5 percent at the end of 
the outlet duct. To obtain more detailed measurements in both 
the developing and fully developed regions of the walls, profile 
measurements on a 30 X 28 (streamwise X transverse) uniform 
grid are made in selected interrib regions. Close to the plate 
edges, the spherical tip of the LVDT often rides on the alumi
num edge of the wall, giving erroneous data. For this reason, 
the contours presented do not always cover the entire width of 
the plate. 

Rib-Only Baseline Measurements. Figure 3 shows the 
centerline Sherwood number ratio in the inlet (radially outward 
leg) and the outlet (radially inward leg) sections for the rib-
only baseline case at a Reynolds number of 5000 and both pitch 
ratios tested. Along the ribbed top and bottom walls periodic 
fully developed profiles are obtained after only a few interrib 
modules for both Pie = 10.5 (Fig. 3 ( A ) ) and Pie = 21 (Fig. 
3(b)). Asymmetry between the top and bottom walls is present 
for most of the inlet, and is due to the asymmetry in the inlet 
flow profile. The asymmetry appears mainly in the value of 
peak Sherwood number ratio and does not affect the overall 
behavior. For Pie = 10.5 (Fig. 3 (a) ) , peak Sherwood number 
ratios are typically between 4.5 and 5.5 in the inlet and between 
4.5 and 5.0 in the outlet. For Pie = 21 (Fig. 3 (b)), these values 
decrease to about 4 in both inlet and outlet ducts. These peak 
values remain nearly constant throughout the length of the sec
tion. The profiles typically have two peaks, one that occurs 
nearly 4 - 6 rib heights downstream of the rib and corresponds 
to reattachment, and the other that occurs just upstream of each 
rib and corresponds to a corner eddy upstream of the rib. The 
later region is quite small and is often missed by the 120 point 
center line scan for Pie = 10.5. These observations are consis
tent with those reported in the literature (e.g., Acharya et a l , 
1995a). 

The centerline profiles for the smooth side walls at Pie - 10.5 
(Fig. 3(a)) qualitatively resemble the asymptotically decaying 
profiles (to fully developed values) observed for a smooth sur
face. However, a careful inspection shows small periodic undu
lations in the profile with the peaks in the vicinity of the ribs. 
These peaks are more visible for the larger pitch ratio and 
appear to correlate directly with the peaks in the turbulence 
intensity profiles reported by Acharya et al. (1994). Sherwood 
number ratios for the inlet are in the range of 2 - 5 for Pie = 
10.5 and in the range of 1.5-2 for Pie = 21 over most of 
the plate. This nearly twofold enhancement of centerline mass 
transfer over the purely smooth walls can be attributed to an 
increase in the turbulence levels caused by the ribs. The profiles 
in the outlet section show that immediately past the bend the 
Sherwood numbers along the outer wall are higher than those 
along the inner wall. This is presumably due to the effect of 
secondary flows induced by the bend and leads to a noticeable 
asymmetry between opposing walls in the first interrib module 
past the bend. 

Detailed contours of Sherwood number ratio in selected de
veloping and periodic fully developed regions of the inlet and 
outlet ducts for the baseline case at Pie = 10.5 are shown in 
Fig. 4. These regions are presented as though the test section 
were unfolded. The developing region is depicted by the first 
interrib space and the fully developed region is depicted by the 
second to last interrib space, which is far enough upstream of 
the bend that its influence is not prominent. The asymmetry 
between opposing walls in the developing region, noted earlier 
in the centerline profiles, is also evident in the contours. Asym
metry is dampened downstream, indicating that the flow field 
induced in a rib-roughened duct quickly overwhelms the history 
of the inlet field. The fully developed mass transfer on the top 
and bottom walls clearly shows regions of separation, reattach
ment, redevelopment, and recirculation that, as noted earlier, 
have been previously reported in the literature based on center-
line values. Sherwood number ratio in most of the separated 
region downstream of a rib is in the range of 2 to 3. A peak 
value in the vicinity of 4.5-5 occurs near the point of flow 
reattachment, and in the fully developed region, this peak is 
relatively uniform in the spanwise direction. Sherwood number 
ratios expectedly decrease downstream of reattachment. Just 
upstream of the rib appears to be a small but energetic eddy 
that, in the transverse direction, spans most of the rib and ex
tends about one rib height upstream of the rib. Sherwood num
ber ratios as high as 5 are noted in this region. 

The Sherwood number ratios for the smooth side walls show 
similar asymmetry in the developing region. Contours in the 
fully developed region clearly show a periodically fully devel
oped distribution on the outer wall. Local mass transfer near 
the ends of the ribs is very high (N0 = Sh/Sh0 = 5) , but is 
restricted to the near vicinity of the rib. These localized regions 
of high mass transfer near the ribs correlate spatially with the 
peaks in the streamwise turbulence intensity measured in the 
vicinity of the ribs (Acharya et al., 1993, 1994, 1995a). Sher
wood number ratios in the midspan regions of the smooth walls 
are of the order of 2. This mass transfer enhancement on the 
side walls extends up to nearly 4 rib heights toward the midspan 
of the plate, and is believed to result from an increase in turbu
lence levels caused by the ribs. 

Top and bottom wall symmetry is excellent in the outlet duct. 
Comparison of the inner and outer walls clearly shows the 
effects of the bend. Higher Sherwood numbers are observed on 
the outer surface relative to the values on the inner wall. Second
ary flows induced by the bend are expected to drive the flow 
toward the outer wall, resulting in higher Sherwood numbers 
along these walls as observed here. 

Mass transfer distributions in the fully developed region of 
the outlet duct resemble those from the inlet duct, except that 
the peak values along the ribbed walls are 15-25 percent lower. 
The mass transfer distribution on the side walls is also similar 
to that in the inlet, but the region of augmentation (N0 > 1) is 
restricted to only about two rib heights. 

Rib-Vortex Generator (Rod) Measurements. Centerline 
mass transfer distribution for both the rib-only baseline and the 
sle = 0.55 rib-vortex generator spacing at Pie = 21 and Re = 
5000 is shown in Fig. 5. Mass transfer in the inlet duct is 
noticeably enhanced by the presence of vortex generators. In 
particular, the peak value upstream of each rib is consistently 
1.5-2 times greater than the baseline rib-only values. In the 
first two interrib spaces, the profiles are similar in shape to the 
baseline profile, with the reattachment location appearing to be 
roughly at the same location ( 5 - 6 rib heights downstream of 
the rib). From the third interrib module onward, the interrib 
Sherwood number profiles for the rib-rod cases appear to be 
more uniform, and suggests a delayed reattachment (10-15 rib 
heights downstream of the rib). However, these more uniform 
Sherwood numbers are generally higher than the rib-only val
ues, and particularly so in the later regions of the interrib mod-
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ule. Presumably the rods enhance the interrib turbulence intensi
ties and provide an overall increase in the mass (heat) transfer 
from the ribbed surface. 

The outlet centerline Sherwood number distribution indicates 
that the enhancement of local mass transfer is not as pronounced 
as in the inlet. However, the same trends of generating a more 
uniform Sherwood number distribution in the interrib modules 
can be observed. 

Centerline mass transfer distribution along the side walls in both 
the inlet and outlet sections show that vortex generators induce 
considerable enhancement (nearly 2-2.5 the rib-only value). It is 
believed that this enhancement is due to the vortices shed behind 
the base of the rods and the associated increases in the turbulence 
levels. Overall, the presence of the rods seems to merely increase 
the local mass transfer distribution, without altering the trends. Simi
lar mass transfer behavior is seen in the outlet section. 
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Figure 6 presents the results at the lowest and highest Reyn
olds numbers studied (Re = 5000 and 40,000) and for the same 
Pie and sle values as in Fig. 5. Only the fully developed region 
(the last interrib module in each section) is shown. The results, 
in the form of a mass transfer augmentation number, N = Shrib. 
r0d/Shrib, are presented for each of the four walls in the inlet 
and outlet sections. At the lower Re value, mass transfer en
hancement of the order of 50 percent is obtained along the 
smooth inner and outer walls with peak enhancement as high 

as 80 percent. Along the ribbed top wall, there is an initial 
degradation for up to six rib heights followed by a substantial 
increase in mass transfer with peak N-values reaching 1.75. For 
Re = 40,000, the behavior is similar, with centerline mass trans
fer along the smooth side walls enhanced by nearly 50 percent 
due to the presence of the vortex generators. Along the ribbed 
bottom wall of the inlet passage, the centerline TV-values show 
about a 20 percent average increase in mass transfer, with a 
peak increase of nearly 40 percent. It is worth noting that these 
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increases are primarily downstream of eight rib heights from 
the rib, and that the maximum enhancement generally occurs 
just ahead of the rod-rib pair downstream. Along the top ribbed 
wall enhancement levels are similar to those along the bottom 
ribbed wall. In the outlet passage, enhancement in the ribbed 
wall mass transfer is observed over most of the streamwise 
extent of the inter rib module, with a peak enhancement of 
nearly 50 percent for the bottom ribbed wall. 

To highlight the effects of the spanwise variations in the 
enhancements induced by the vortex generator, spanwise-aver
aged augmentation numbers are also presented for Re = 40,000. 
Spanwise-averaged profiles of the mass transfer augmentation 
number, as expected, have a smoother appearance than the cen
terline profiles. Spanwise-averaged values for the side walls are 
consistent with the centerline, with average enhancements along 
the side walls that are typically of the order of 50 percent except 
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for the inner wall of the inlet duct where the enhancements are 
somewhat lower. For the ribbed walls, the enhancement levels 
are somewhat lower in the outflow passage. 

Contours of the local mass transfer augmentation numbers in a 
fully developed interrib region for all the walls is shown in Fig. 
7 for Re = 5000, Pie = 21, and sle = 0.55. As seen in Fig. 5, 
there is enhancement in the second half of the interrib region, and 

degradation in the first half. It is clear from Fig. 7 that on the top 
waft the enhancement (peak value of N is nearly 2) is greater than 
the degradation (minimum value is around 0.6), corresponding to 
a net average enhancement of nearly 10 percent, and that the 
spanwise profile is fairly uniform. Near the outer and inner walls, 
high values of N are noted. Along the bottom ribbed wall, the 
enhancement levels are lower, with an average degradation of 
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nearly 10 percent. The smooth side walls show significant enhance
ments (values of N as high as 2.75 can be seen) with the peak 
values centered in the wake of the vortex generator. The traces of 
N in the two wakes behind the vortex generators show that they 
are deflected away from the rib as the flow emerges from the rib-
rod interspace. The two wakes appear to merge downstream (at 
approximately 10 rib heights downstream of the rod); the wake 
effect on local mass transfer can be seen to persist through the 

entire interrib module and corresponds to about a 40 percent en
hancement in average mass transfer. An average over all four walls 
indicates an enhancement of nearly 40 percent. 

Figure 8 shows the local behavior at the lower Pie = 10.5. 
Observations similar to those noted above can be made. Along 
the ribbed walls local regions of mass transfer degradation and 
enhancement can be seen, but overall the enhancement levels 
and coverage exceed the degradation. Mass transfer degradation 
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levels are typically 20 percent, while enhancements levels are outer wall seem to extend to about five rib heights and show 
typically in the 20-40 percent range. Average mass transfer local enhancement of up to 100 percent before the two wake 
augmentation along the bottom wall is about unity in the inlet regions combine. In the region after the two wakes have com-
and increases to about 1.1 in the outlet. bined, mass transfer enhancement is about 20-40 percent. The 

Mass transfer contours for the side walls again clearly show inner wall seems to benefit more from the rods than the outer 
the effect of vortex shedding behind the rods. In the wake wall. The contours for the inner wall indicate that the wakes 
region behind the rods, significant mass transfer enhancement combine later and that enhancement is much greater—over 300 
is present. The "distinct" wake regions behind the rods on the percent. Mass transfer near the centerline of both side walls 
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is enhanced, even in the region between the wakes. Average 
enhancement for the side walls is approximately 40 percent 
over the entire interrib space. In order to rationalize the benefits 
of the vortex generators at Pie = 10.5, it should be noted that 
while along the top and bottom walls the enhancement levels 
are not significant, they are quite high along the side walls 
(nearly 40 percent) and overall lead to substantial increase in 
heat transfer. 

Local mass transfer contours for s/e = 1.5 and Re = 10,000 
and 30,000 are shown in Fig. 9. Enhancement at higher Reyn
olds numbers is somewhat smaller than the enhancement at the 
lower Reynolds numbers, with the higher Reynolds number 

showing average augmentation numbers about 5-10 percent 
lower than those for the lower Reynolds number. It is believed 
that the shear layers formed by the ribs and rods are much 
thinner at higher Reynolds numbers and thus do not influence 
the flow as much as they do at lower Reynolds numbers. For 
the ribbed walls, local degradation up to 20 percent and local 
enhancement levels up to 40 percent are noted. The surface area 
with enhancement is again much larger than the area where 
degradation occurs. Along the side walls maximum enhance
ment levels are in the range of 2-2.8, but they are much more 
localized. Unlike the flow at lower Reynolds numbers, the merg
ing of the two wakes is not apparent along the smooth walls of 
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the inlet passage. In fact, in the midspan regions, the augmen
tation number is typically unity, indicating no enhancement. 
Along the inner wall of the outflow passage, some wake interfer
ence can, however, be observed. 

Concluding Remarks 
An experimental study is made to measure the local Sher

wood numbers in the internally ribbed passages of a square 
turbine blade coolant channel with a radially outward flow leg 
and a radially inward flow leg. The primary objective of the 
study is to examine whether cylindrical vortex generators placed 
above the ribs can be used to enhance mass transfer from the 
surfaces. Measurements of the mass transfer include centerline 
and spanwise-averaged profiles of Sherwood number ratios and 
corresponding contours in the developing and periodically de
veloped regions. The following main conclusions are obtained. 

1 Baseline rib-only results confirm the reported peaks in 
the Sherwood number in the vicinity of reattachment and just 
upstream of the rib where a strong corner vortex is formed. 
Along the smooth side walls, significant enhancement is ob
tained with the peak occurring in the vicinity of the rib. This 
peak correlates with the measured location of maximum turbu
lence intensity. 

2 For the higher pitch case {Pie = 21), significant enhance
ment due to the vortex generators is obtained along the ribbed 
walls in the developing region of the inflow passage. In the 
periodically developed region, the profile is more uniform, with 
degradation in the initial separated region and enhancement in 
the later regions of the inter rib module. The enhancement levels 
and coverage substantially exceed the corresponding degrada
tion quantities. Along the smooth walls, the vortices in the wake 
of the vortex generator are associated with high levels of mass 
transfer enhancement. The wakes from each vortex generator 
are deflected away from the rib, and appear to merge down
stream. The wake effect is seen to decrease somewhat with 
Reynolds number. 

3 Spanwise-averaged profiles in the developed regions indi
cate an average 50 percent increase in the mass transfer from 
the side walls due to the vortex generators. Along the ribbed 
walls the average enhancement levels are lower. Local enhance
ment levels can be substantially higher—reaching values in the 
vicinity of 300 percent along the side walls. 

4 For the lower pitch {Pie = 10.5), the general behavior is 
the same as that for Pie = 21. Enhancement levels are somewhat 
lower and the wake interference and merging effects along the 
side walls are weaker. 

5 Future studies are directed at optimizing the vortex gener
ator geometry and making measurements under rotating condi
tions. 
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A Fast-Response High Spatial 
Resolution Total Temperature 
Probe Using a Pulsed Heating 
Technique 
This paper discusses the operation of a fast-response total temperature probe based 
on transient thin film heat flux gage technology. The probe utilizes two thin film 
gages located close to the stagnation point of a hemispherically blunted fused quartz 
cylinder. Development of the present total temperature probe was motivated by the 
need for a fast-response device with a high spatial resolution. The diameter of the 
probe was 2.8 mm and the two films were separated by a distance of less than I mm. 
Measurement of the flow total temperature requires the films to operate at different 
temperatures. In the present work, the temperature difference was generated using 
a current pulse (approximately 70 mA with a duration of around 1 s) to heat one of 
the thin film resistance gages. With this technique, temperature differences between 
the hot and cold films of around 120 K were achieved. The interpretation of the 
transient surface temperature measurements is discussed, and the validity and utility 
of the technique are demonstrated with reference to total temperature and convective 
heat transfer coefficient measurements in a compressible free jet. The results demon
strate that accurate total temperature and convective heat transfer coefficient mea
surements with high spatial and temporal resolution can be obtained with the present 
device. 

Introduction 
Probe measurements continue to play a significant role in the 

testing and development of gas turbine engines (e.g., Smout 
and Cook, 1996). Thermocouple probes are routinely used as 
they can provide a simple, robust, reasonably accurate, and 
relatively cheap temperature measurement. However, a major 
disadvantage of thermocouple probes is their relatively poor 
frequency response, which limits their ability to measure tem
perature variations associated with typical turbomachinery 
blade passing events. Such high-frequency information (around 
10 kHz) is needed to characterize the operation of gas turbines 
properly and thereby achieve improved performance either di
rectly, or with the aid of CFD codes that have been calibrated 
against such measurements. Many attempts have been made to 
compensate thermocouple temperature measurements for the 
effects of thermal inertia (e.g., Boutrif and Thelliez, 1995). 
However, the accuracy of the compensated measurements di
minishes with increasing frequency, and thus, there exist practi
cal limits beyond which compensated measurements become 
unreliable. 

Thin wire anemometry is possible in an experimental turbo-
machinery environment. However, constant current anemome
ters, like thermocouple devices, suffer from frequency response 
problems, and cannot successfully measure high-frequency 
components without compensation. Compensation techniques 
have been used to measure turbulent fluctuations in a relatively 
low-speed environment (Bremhorst and Graham, 1990). Cold 
wire compensation has also been examined with a view to possi
ble turbomachinery applications (Denos and Sieverding, 1997). 
However, even with compensation, such measurements have 
a limited bandwidth (around 10 kHz). In contrast, constant-
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temperature anemometers typically have a much higher fre
quency response (around 100 kHz) because the wire is not 
required to reach thermal equilibrium with the gas stream. How
ever, exposed thin wire techniques can suffer from breakage 
problems, and the wires should ideally be cleaned and calibrated 
regularly because of contamination problems (e.g., Lomas, 
1986). Furthermore, the interpretation of the measurements ob
tained with exposed thin wire devices can become prohibitively 
complicated in unsteady compressible flows. 

To overcome many of these difficulties, the aspirating probe 
was developed by Ng and Epstein (1983). This probe has since 
found application in a number of compressor and turbine experi
ments (e.g., Alday et al., 1993; Van Zante et al., 1995; Surya-
vamshi et al., 1998). The aspirating probe can, in principle, 
measure relatively high-frequency fluctuations in both the total 
temperature and the total pressure. For the original design, Ng 
and Epstein (1983) estimated the probe frequency response to 
be above 20 kHz, and, in a later application (Suryavamshi et 
al., 1998), frequencies as high as 40 kHz were observed in 
spectral analyses of the measured signals. However, little infor
mation is available on the probe response roll-off as this limiting 
frequency is approached. Van Zante et al. (1995) have noted 
that the bandwidth of the aspirating probe is likely to be some
what restrictive in some turbomachinery applications, and fur
thermore, it gives results that are flow angle sensitive for off-
axis flows beyond ±12.5 deg (Alday et al., 1993). By itself, 
the dual-wire aspirating probe cannot independently measure 
temperatures in compressible flows of varying composition 
without the addition of a third wire at a different overheat ratio, 
or a total pressure transducer operating in parallel with the 
aspirating probe. (In a varying composition flow, the heat trans
fer from a constant-temperature hot wire located upstream of a 
choked orifice is a function of the flow total pressure, total 
temperature, and the gas composition; Ninnemann and Ng, 
1992). 

Recently, a total temperature probe based on transient thin 
film heat transfer gage technology was demonstrated (Butts-
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worth and Jones, 1998) . This probe utilized two hemispherical 
quartz probes operating at different temperatures in order to 
measure the flow total temperature in a variety of compressible 
flows. Similar versions of this total temperature probe concept 
have since been used downstream of a high-pressure turbine 
stage (Buttsworth et al., 1998) and in a planar transonic turbine 
cascade (Cascallen et a l , 1997) . This thin film total temperature 
probe holds a number of advantages over the aspirating probe, 
including (/) a significantly higher bandwidth; (if) robust con
struction; (Hi) elimination of the need for a heat transfer law 
calibration; and (i'v) ease of operation in compressible flows of 
arbitrary composition. 

Successful operation of the thin film total temperature probe 
relies on the assumption that the flow seen by the heated and 
the unheated thin films is identical. If unsteady total temperature 
fluctuations are adequately characterized in terms of rms values, 
or if the unsteady flow is sufficiently periodic, then local total 
temperature fluctuations can be obtained by traversing the hot 
and cold films, which may be separated by a significant distance 
(Buttsworth and Jones, 1996) . In general, however, for instanta
neous time-resolved total temperature measurements, it is desir
able to locate the hot and cold films as close as possible in 
order to resolve small-scale fluctuations accurately. The mini
m u m film separation in previous applications has been approxi
mately 3 m m (Buttsworth et al., 1998; Cascallen et al., 1997) , 
which is of the same order as the spatial resolution of aspirating 
probe measurements. However, improvements in the spatial res
olution of the thin film total temperature probe are possible, 
and it is the purpose of the current paper to demonstrate one 
of these techniques. 

Probe Design and Operation 

Principles of Operation. The transient heat flux measured 
by a thin film gage at the stagnation point of a probe can be 
written 

nally identical transient heat flux probes operated at two differ
ent surface temperatures. That is, 

q = h(T, - T„) (1) 

Therefore, it is possible to determine the convective heat trans
fer coefficient and the flow total temperature using two nomi-

h = 
<?2 

*• \v2 ±w 

T, = Twl + q 
TW2 ~ TK\ 

<?1 - 12 

(2) 

(3) 

In essence, Eq. ( 3 ) describes the operation of the fast-re
sponse total temperature probe, which has been the subject of 
other investigations (Buttsworth and Jones, 1996; Buttsworth 
et al., 1998) . The total temperature probe described in the pres
ent work again utilizes Eq. ( 3 ) ; however, instead of operating 
two probes at different temperatures, a single probe with two 
films at different temperatures is used. 

Physical Details. A photograph and sketch of the total tem
perature probe are given in Fig. 1. The probe is essentially a 
hemispherically blunted cylinder with a radius of approximately 
1.4 mm. The probe substrate is fused quartz, and two platinum 
thin films (of the dimensions given in Fig. 1) are located close 
to the stagnation point. The electrical leads for the thin films 
are a low resistance silver paint. 

At room temperature, the resistances of the " h o t " and 
" c o l d " films are approximately 44 fi and 58 n , respectively, 
and the coefficients of resistance of the hot and cold films were 
determined (using a water calibration bath) to be 2.25 X 10" 3 

and 2.38 X 10~3 K"1 , respectively. Based on the dimensions 
shown in Fig. 1, the films lie within approximately 25 deg of 
the probe stagnation point. 

Pulsed Heating Technique. In order to generate a signifi
cant temperature difference between the two films, a relatively 
large current (around 70 mA) is driven through the hot film. 
The cold film was operated in the usual transient thin film 
manner with a constant current of approximately 15 mA. How
ever, in order to avoid a significant temperature rise at the cold 
film (which is in close proximity to the hot film), the hot film 
heating current is applied approximately 1 s before the flow 
commences. An example of the hot and cold film temperatures 
during this pulsed heating process is given in Fig. 2. It is clear 

N o m e n c l a t u r e 

A , B, C = coefficients describing con- r • 
vective heat flux distribution 

c = specific heat of the substrate, r • 
J - k g - ' - K " 1 

cp = specific heat of the flow, R • 
J - k g ^ ' - K - 1 

Ch = Chapman-Rubesin parameter R -
d = displacement or distance rela- R0 • 

tive to the jet centerline t • 
D = diameter of the probe 
h = convective heat transfer coef- T •• 

ficient, W - n T 2 - K - ' Tr 

k = conductivity of the flow or T, = 
substrate, W • m~' • K ~' u •• 

K = stagnation point velocity gra- x -
dient 

M = Mach Number a •• 
Nu = Nusselt number 

p - pressure y -
Pr = Prandtl number 6 -
q = surface heat transfer rate, 

W • i r r 2 n-. 
Q = heat transfer per unit volume, p -

W - r r T 3 

= radial coordinate from center of the 
probe 

• recovery factor = P r 0 5 for a laminar 
flow 

= radius of the probe, radius of curva
ture 

- specific gas constant, J • k g " 1 • K^ 1 

: heat penetration radius 
: time, usually from the start of the 

heat transfer 
: temperature, K 
: flow recovery temperature 
: flow total temperature 
: flow velocity 
; distance from injection, or around 

probe from stagnation point 
: thermal diffusivity of substrate ma
terial = klpc, m 2 - s ~ ' 

• ratio of specific heats 
: angle from either stagnation point 
or thin film location, rad 

: viscosity, Pa • s 
density of the flow or substrate ma
terial 

Subscripts 
e = boundary layer edge 

/ = value at the temperature 
sensing film 

/ = heat transfer in lateral direction 
n = heat transfer normal to the 

probe surface 
pit = pitot pressure 

t — total (convective) heat transfer 
w = value at probe surface (local 

film value) 
1 = hot probe 
2 = cold probe 
oo = value in the undisturbed free 

stream 

Superscripts 
o, i, ii = successive approximations in 

the lateral conduction 
correction 
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a) photograph of the probe tip 

platinum 
thin films 

b) sketch of the probe 

dimensions in mm 

0.2 

quartz rod 

low resistance 
silver leads 

Fig. 1 Configuration of the total temperature probe 

that after a delay of around 50 ms, the temperature of the cold 
film begins to increase due to the lateral conduction of heat 
away from the hot film (Fig. 2). However, the temperature 
difference between the two films remains constant at around 
120 K from approximately 200 ms after the start of the heating. 

Hot film temperature measurements are obtained using the 
configuration shown in Fig. 3. For convenience, the hot film 
current is obtained using the constant current supplies from two 
heat transfer analogue units (Oldfield et al., 1982) operated in 
parallel. Prior to a run, the film bypass switch remains closed. 
The offset voltage (see Fig. 3) is chosen so that when the bypass 
switch is opened, the amplified film voltage signal falls within 
the voltage range of the A/D unit. On opening the bypass 
switch, the magnitude of the current supply (which changes 
slightly with the addition of the extra film resistance), is deter
mined by measuring the voltage drop across the known resis-

480 

460 

440 

W420 

§400 

E380-

1360 

340 

320 

300 

hot film 

hot film 
current switched on 

cold film 

0 0.2 0.4 0.6 
t(s) 

Fig. 2 Temperature measurements from the hot and cold films during 
the prerun pulsed heating 

current 
supply 

film 
by-pass 
switch 

film current 
signal 

differential 

amplifiers f i l m v o l t a g e 

signal 
offset -

voltage 

Fig. 3 Arrangement for film heating with simultaneous film temperature 
measurement 

tance. (The film bypass switch remains open for the duration 
of run.) The hot film temperature is thus determined from the 
film current and voltage measurements, the coefficient of resis
tance, and the measured ambient resistance of the film. 

Stagnation Point Flow. In principle, the present tempera
ture probe measures the flow total temperature, rather than a 
recovery temperature, because the flow velocity at the probe 
stagnation point is negligible. Thus, the measured transient heat 
flux is driven by the difference between the flow total tempera
ture and the local film temperature. However, due to the finite 
film dimensions, transient heat flux measurements cannot be 
obtained exactly at the stagnation point. It is therefore important 
to quantify the influence that off-stagnation point operation will 
have on the total temperature measurements. 

The boundary layer heat transfer process at locations away 
from the stagnation point will be driven by the difference be
tween a flow recovery temperature and the wall temperature. 
Since it may be assumed that the flow at the edge of the bound
ary layer undergoes an isentropic acceleration around the hemi
sphere, the recovery temperature may be written 

T, 
= r + (1 

Ppll 
(4) 

Using the measured variation of static pressure around hemi
spheres (e.g., Korobkin and Gruenewald, 1957), it is possible 
to evaluate Eq. (4) , giving the results shown in Fig. 4. For the 
limiting case of hypersonic flow (M —• oo, which is also shown 
in Fig. 4) , the variation of static pressure near the stagnation 
point was obtained from the Newtonian approximation, 

Ppu 
cos2 6 (5) 

which has been verified experimentally (e.g., Kemp et al , 
1959). 

In the present work, the thin film gages were within 25 deg 
of the stagnation point, and thus the measured temperature (an 
integrated temperature between 0 and 25 deg in Fig. 4) will 
certainly be within 1 percent of the flow total temperature. 
Therefore, it appears reasonable to claim that the probe mea
sures the flow total temperature. 

15 20 25 
theta (degrees) 

Fig. 4 Predicted variation of flow recovery temperature around the 
probe for different Mach number flows 
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Lateral Conduction Effects. Although there is only a 
slight variation in the recovery temperature close to the stagna
tion point (Fig. 4 ) , the convective heat flux around the probe 
can vary significantly due to lateral variations in both the con
vective heat transfer coefficient, and the surface temperature of 
the probe. Lateral variations in the convective heat flux will alter 
the lateral temperature gradients and thus give rise to additional 
lateral conduction effects. To determine the magnitude of the 
lateral conduction, the heat diffusion equation for a hemispheri
cal substrate with constant thermal properties is written, 

, d2T , 2 dT , 2 d2T 
k--: + k-~— + k — • 

dT 
PCVt 

( 6 ) 

The third term on the left-hand side of Eq. (6 ) can be equated 
to the lateral heat transfer per unit volume, 

Q, = k 
2 d2T 

r
2ae2 (7) 

The normal heat transfer per unit volume will then be given by 

B2T 2 dT 
Qn = k ^ + k - ^ - ( 8 ) 

with the total (convective) heat transfer per unit volume being 
simply, 

Qi = pc 
dT 

dt 
( 9 ) 

To obtain the total convective heat flux at the surface, Eq. (9 ) 
can be integrated between the surface, r = R and the location 
corresponding to the heat penetration depth, r = R0. That is, 

r>R />R 

q, = Qt • dr = pc \ 
JR„ JR„ 

dT 

dt 
dr (10) 

To obtain the total lateral heat conduction per unit surface area, 
Eq. ( 7 ) can be similarly integrated, 

% 

r>R r>R 

Q,-dr = 2k 
JR„ «*«„ 

1 d2T 

A ee2 dr (11) 

Assuming the heat penetrates only a small distance relative to 
the radius of curvature (i.e., for R0 « R), Eq. (11) may be 
written 

qi 
= 2a r 

R2 JR0 

in 

TO) = f 
Jo 

d2T J pcwdr (12) 

Now the temperature at any point in the substrate can be written 

dT 

dr 
dr (13) 

Thus, by substituting Eq. (13) into Eq. (12) and changing the 
order of integration, the lateral conduction per unit of surface 
area is 

% 
= 2a r d^ rR 

~ R2 Jo 092 J«0 
pc — dr • dr 

dr 
(14) 

which, with the aid of Eq. ( 1 0 ) , can therefore be written 

_ 2a I" d2q, 
q'~~R~2LW dT (15 ) 

It is assumed that the convective heat flux distribution can 
be modeled reasonably well by a parabolic distribution such as, 

q,(0) 

If 
= A + B9 + CO2 (16 ) 

(which is a good approximation in the case of a hemisphere with 
a sensibly uniform surface temperature distribution; Schultz and 
Jones, 1973). Therefore, 

q, = 4C< - f 
R2Jo 

qj-dT (17) 

Provided the lateral conduction remains a small fraction of 
the total convective heat flux, the actual value of qf can be 
approximated in the first instance (qj), by the value inferred 
from the direct (one dimensional) analysis of the measured 
temperature history. Thus, a better estimate (q'f) of the total 
convective heat flux at the film can be written, 

q) = q} - AC •H«- dr (18) 

If necessary, Eq. (18) can be used in an iterative manner until 
convergence is achieved (e.g., for the next estimate of the actual 
convective heat flux at the film (qf) , q'f would replace q} within 
the integral on the right-hand side of Eq. ( 1 8 ) ) . 

Compressible Free Jet Experiments 

Apparatus and Flow Conditions. As a demonstration of 
the pulsed total temperature probe technique, experiments were 
performed using the free jet arrangement shown in Fig. 5. The 
contoured Mach 4 injection nozzle had a throat diameter of 
9.42 mm and was designed using the method of characteristics. 
The nozzle exit diameter was 29.5 mm and the lip thickness 
was 0.5 mm. The injection nozzle was located in the test section 
of the University of Oxford gun tunnel facility. Either nitrogen 
or hydrogen was supplied to the Mach 4 nozzle from a Ludwieg 
tube, which was initially at room temperature. Prior to a run, 
the working section was evacuated to approximately 1.2 kPa, 
and the slug of gas in the Ludwieg tube was isolated from the 
working section by a fast-acting valve. 

The probe (initially located above the centerline of the free 
je t ) was driven across the jet (at a speed of approximately 1.7 
m - s - 1 ) after the fast-acting valve was opened (see Fig. 6 ) . 
The Ludwieg tube filling pressure was chosen so that when the 
probe traversed the free jet, the static pressure measured close 
to the exit of the Mach 4 nozzle was approximately the same 
as the initial background static pressure in the test section. It 
was difficult to achieve a perfect match between the injection 
static pressure and the static pressure of the air within the test 
section because the jet flow caused a pumping effect, which 
lowered the test section static pressure. 

Ludwieg Tube 
(25 m long, 25.4 mm bore) 

u 
Fig. S Illustration of the experimental arrangement for the compressible 
free Jet experiments (not to scale) 
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a) injection pressure monitor xlO a) hot film 
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Fig. 6 Typical facility measurements for a nitrogen injection run (tra- Fig. 8 Heat flux measurements derived from the temperature histories 
verse at x = 3 mm) shown in Fig. 7 (hydrogen injection, traverse at x = 3 mm) 

Analysis. Temperature measurements from the hot and the 
cold films for the case of hydrogen injection with a probe tra
verse at x = 3 mm are given in Fig. 7. It will be noticed that 
both the hot and cold film temperatures are increasing (due to 
the ohmic heating of the hot film) immediately prior to the 
probe entering the free jet. The heat diffusion equation that 
governs the operation of transient thin film heat flux gages is 
linear. Thus, the temperature change of interest (the temperature 
change due to the convective heat flux) is obtained by determin
ing the temperature rise due to ohmic heating (the dotted line) 
and subtracting this from the measured film temperature history 
(the solid line). 

Convective heat transfer rates are determined for the hot and 
cold films using a finite difference routine, which analyzed the 
temperature difference histories discussed above. (The finite 
difference routine was originally developed to account accu
rately for variable thermal property and curvature effects. Al
though the temperature changes and the time scales are not 
large enough in the present experiments for such effects to be 
significant, the finite difference routine still provided a conve
nient method of analysis.) For the temperature measurements 
in Fig. 7, the resulting convective heat transfer rate data are 
presented in Fig. 8. 

In the case of the hot film, the convective heat flux level on 
the lower side of the free jet appears to be positive (see the 

a) hot film 

445 A pulsed heating temperature rise 

440 \ ^__— 
435 

\ /^"^ 
430 \ / 
425 

b) cold film 

332 

g330 

H328 

— — I T convective cooling delta T 
332 

g330 

H328 \ | r^ 

326 
• i i 

-50 -25 0 
t(ms) 

25 50 

Fig. 7 Measurements of the hot and the cold film temperatures (hydro
gen injection, traverse at x = 3 mm) 

solid line in Fig. 8(a) in the region, t > 18 ms). This apparent 
convective heat flux arose due to lateral conduction effects. To 
correct the measurements for lateral conduction effects, the 
value of C in Eq. (18) is chosen so that the corrected value of 
convective heat flux returns to zero when the probe reaches the 
lower jet boundary (see the dotted line in Fig. 8(a)) . For the 
hot film, the necessary value of C varied from run to run but 
was generally around - 3 , whereas for the cold film, very little 
correction was required at all (see Fig. 8(b)) . 

The need to correct the results for lateral conduction arises 
because the temperature gradients associated with the pulsed 
heating technique give rise to significant lateral gradients in 
the convective heat flux. The direct effects of the temperature 
gradients associated with the pulsed heating are eliminated by 
only analyzing the temperature changes associated with the con
vective heating as discussed previously. However, it is the in
duced convective heat flux gradients that generate the additional 
temperature gradients responsible for the lateral conduction ef
fects. 

Successful operation of the pulsed total temperature probe is 
verified by a number of consistency checks. First, the flow 
total temperature measured by the probe is very close to the 
anticipated level (Fig. 9) . Furthermore, values of the convective 
heat transfer coefficient, indicated by an individual analysis of 
temperature and heat flux histories from hot and cold films, are 
in close agreement. (Analysis of the nitrogen and hydrogen 
measurements at x = 3 mm indicates individual values of h 
from the hot and cold films within ±2 percent of the mean 
value.) These results indicate that the basic operating principles 
and transient heat transfer analysis are valid. Finally, because 
the indicated total temperature (Fig. 9) remains essentially con
stant with time, it is concluded that the lateral conduction cor
rection is indeed reasonable. 

Results. Measurements of the convective heat transfer co
efficient (obtained using Eq. (2)) at equal distances either side 
of the jet centerline were averaged to give the results in Fig. 

,300 

3 295 

5 290-

285 

- probe measurement 

- initial Ludwieg tube temperature 

10 
t(ms) 

20 

Fig. 9 Total temperature measurement (the solid line) for hydrogen in
jection with the probe traverse at x = 3 mm 
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10. (Thus, the results in Fig. 10 are symmetric). The results 
for both the nitrogen and hydrogen injection demonstrate the 
usual form of spreading anticipated for a jet flow. The core 
flow region appears to be entrained into the mixing layer some
what earlier in the case of the hydrogen injection. It may also 
be observed that the magnitude of the convective heat transfer 
coefficient for the hydrogen jet was significantly larger than for 
the nitrogen jet (note that the scale in part (b) is five times 
larger than the scale in part (a ) ) . 

The steady convective heat transfer coefficient at the stagna
tion point of a hemisphere can be expressed as 

Nu = 0.763 Pr04 Re°'5Ch (19) 

where 

Nu = 
hD 

Pr = fpM. Re = 
peu„D 

K = — 
dx 

Ch = PwP'w 

PeP-e 
(20) 

On evaluating this expression for nitrogen and hydrogen flows 
with the same total pressure and temperature, it is found that 
hm/hm "» 5.0. Probe measurements in the core flow of the jet 
(Fig. 10 at x = 3 mm) indicate a ratio very close to this value. 
Thus, in future experiments, it will be possible to use convective 
heat transfer coefficient measurements from the total tempera
ture probe to determine the composition of a binary gas mixture, 
provided independent measurements of pitot pressure and static 
pressure are available. Likewise, the convective heat transfer 
coefficient measurements could also be used (with a calibration 
such as Eq. (19)) to determine other flow properties such as 
the mass flux (p„ux) in a manner similar to such measurement 
obtained using thin wire anemometry. 

Total temperature measurements from the present experi
ments are given in Fig. 11. The results demonstrate that at 
each traverse location, the total temperature remains virtually 
constant across the majority of the jet width. In each case, the 
measured temperature was approximately equal to the ambient 
temperature of the gas in the Ludwieg tube. Total temperature 
results have not been presented for the outer regions of the free 
jets, since in these regions, the convective heat flux from both 
the hot and cold probes approaches zero. The present method 
cannot be used to determine the temperature in a static fluid, 
or in an environment in which the convective heat flux from 
both the hot and cold probes is close to zero, because in such 
cases, the second term in Eq. (3) approaches infinity. Thus, 
when the convective heat flux at both films approaches zero, 
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Fig. 11 Total temperature results 

even a small amount of noise on either the hot or cold heat 
flux signal will result in large (erroneous) total temperature 
fluctuations. There is no such restriction on measurement of the 
probe's convective heat transfer coefficient since the hot and 
cold film convective heat fluxes appear only in the numerator 
ofEq. (2). 

As a demonstration of the probe's capacity for fluctuation 
measurements in high-speed turbulent flow, the probe was again 
operated in the free jet, this time with both films at approxi
mately the same temperature. Figure 12 presents the fluctuating 
component of the heat flux measurements from both of the 
films. These signals were obtained directly from the electrical 
analogues of the heat transfer process (Oldfield et al„ 1982). 
These heat transfer analogues have a — 3 dB point around 85 
kHz. In principle however, measurements at even higher fre
quencies are possible with the present device because, for typi
cal gas turbine flow conditions, the stagnation point boundary 
layer will respond in a quasi-steady manner to fluctuations at 
frequencies well beyond 100 kHz. The measurements in Fig. 
12 indicate that occasionally, there are small differences be
tween the two heat flux signals. These differences may be attrib
uted to the finite separation of the two films. However, there is 
generally a very good correlation between the heat flux signals 
from the two films. Thus, it is anticipated that useful turbulence 
measurements may be obtained with the probe. 

.xio 
a) nitrogen (each horiz. division is 200 W/mA2/K) 

b) hydrogen (each horiz. division is 1000 W/mA2/K) 

i x= 100mm x=200mm 

convective heat transfer coefficient 

Fig. 10 Convective heat transfer coefficient results 
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Fig. 12 Example of the high-frequency component of the heat flux sig
nals from the total temperature probe 
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Conclusions 
The present work demonstrates a technique that can be used 

to measure the flow total temperature in situations where fast-
response (around 100 kHz) and high spatial resolution (around 
1 mm) measurements are required. The total temperature device 
utilizes two transient thin film heat flux gages located close to 
the stagnation point of a hemispherically blunted fused quartz 
probe. The required temperature difference between the two 
films is generated using a pulsed ohmic heating technique. Tran
sient heating effects associated with the pulsed ohmic heating 
do not inhibit the analysis of the transient temperature changes 
associated with the convective heat transfer. However, it is 
necessary to correct the transient convective heat flux measure
ments for lateral conduction effects. A procedure to achieve 
this correction has been developed and is shown to yield accu
rate results. High-speed turbulent free jet experiments demon
strate that accurate total temperature and convective heat trans
fer coefficient measurements having a high temporal and spatial 
resolution can be obtained using the present device. 
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A High-Temperature Assessment 
of Air-Cooled Unsteady Pressure 
Transducers 
This paper discusses the problem of measuring unsteady pressure in a high-tempera
ture environment using standard transducers. Commercially available cooling adapt
ers for these transducers use water as the cooling medium to provide thermal protec
tion. This arrangement is suitable only for some test bed applications and not suitable 
for integration into in-flight active control systems. An assessment of the cooling 
effectiveness of a commercial water-cooled adapter using air as the cooling medium 
is presented using an experimentally validated finite element heat transfer model. 
The assessment indicates survival of an air-cooled transducer, itself rated to 235°C, 
at source flow temperatures up to 800°C. 

Introduction 
There is a continuing need to have an accurate measurement 

of unsteady pressure in environments whose temperature far 
exceeds that of the maximum operating temperature of the cur
rent commercially available high-temperature transducers. Such 
a measurement has application for safety monitoring of gas 
turbine engines, both test bed and in-flight engines, and valida
tion of numerical models, especially in the turbomachinery field. 
There are three approaches to the problem: develop a transducer 
to survive at the required temperature, mount the transducer 
remote from the environment, and compensate for the degrada
tion in the measurement or thermally protect the in situ trans
ducer. At present, the approach using thermal protection has 
been identified as the most cost effective and with the greatest 
potential for transducer survival at temperatures typical of a gas 
turbine engine. 

Ferguson and Ivey (1995) assessed the extent of thermal 
protection given to a transducer using two commercially avail
able water cooling adapters when measuring the unsteady pres
sure of a high-temperature flow. Survival of a transducer, rated 
up to 235°C, was proven at 600°C and it was indicated that 
there was great potential for survival at still higher temperatures 
using water cooling. The use of water as a cooling medium is 
acceptable, to an extent, for test bed applications, but for possi
ble future integration into an in-flight active control system for 
a gas turbine aero-engine the cooling medium is required to be 
air. 

A gas is rarely favored as a coolant because of its inferior 
heat transfer properties relative to liquid and, as a result, little 
evidence of its use can be found in the open literature. However, 
Harman (1968) used hydrogen or helium to cool the strain gages 
in a rocket combustion chamber. However, to achieve sufficient 
cooling, a shield of coolant over the front of the strain gage was 
required. Consequently the accuracy of the unsteady pressure 
measurement could be compromised by this "film cooling" 
technique. 

There was therefore a need to conduct a high-temperature 
assessment of an air-cooled unsteady pressure transducer suit
able for application in a gas turbine engine. 

Method 
The main objective of this study was an assessment of air 

as a cooling medium for thermally protecting commercially 

Contributed by the International Gas Turbine Institute and presented at the 
42nd International Gas Turbine and Aeroengine Congress and Exhibition, Or
lando, Florida, June 2 - 5 , 1997. Manuscript received at ASME Headquarters 
February 1997. Paper No. 97-GT-6. Associate Technical Editor: H. A. Kidd. 

available pressure transducers. For use in high-temperature en
vironments, typical of that experienced in gas turbine engines, 
a better understanding of the heat transfer process inside the 
cooling adapter was required. A Finite Element heat transfer 
model of the cooling adapter, validated by a detailed experimen
tal study, satisfied this requirement. The model simulated cool
ing using both water and air as the coolant and was flexible to 
allow parametric studies over a wide range of differing condi
tions and applications. A commercially available transducer 
(Kulite XTE-190) and its cooling adapter were used for the 
validation study. 

Modeling 

Geometric Modeling. It was decided to include the hot 
gas, the pipe wall of the test rig, the cooling adapter, the coolant 
and the surrounding atmosphere within the problem domain to 
be analyzed. It was anticipated that all these aspects would have 
some influence on the heat transfer processes to be modeled. 

The cooling adapter was assumed to be axisymmetric in a 
circumferential direction and symmetric about an axis running 
longitudinally through the transducer. Refer to Fig. 1 for the 
complete solution domain. 

The model only considered one half of one "slice" of the 
cooling adapter. This greatly reduced the time and compu
tational resource required for both the model creation and 
analysis. 

The grid density was increased at all surfaces where boundary 
effects occur (boundaries between metal, coolant, and the hot 
gas) to increase the accuracy of the prediction where the largest 
thermal gradients were expected. In addition, the sides of adja
cent "boundary" elements were superimposed onto the actual 
problem boundary, defining a mathematical boundary at the 
geometric boundary. This style of grid density definition is al
most universally accepted as a requirement to accommodate for 
the large changes in material properties and characteristics at 
these locations (see Patankar (1978) and Taylor et al. (1992)). 

Mathematical Modeling. The phenomenon under investi
gation, heat transfer, is well understood. It has three specific 
modes: conduction, convection, and radiation. The time con
straint placed on the development of the model meant that it 
was assumed that the effect of radiation would be relatively 
small and could be neglected (a simple study of this application 
showed that radiated heat was less than 10 percent of the total 
heat transferred into the cooling adapter) and that a steady-state 
model was felt sufficient to fulfill the objectives within this 
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Fig. 1 Problem domain 

T(x, y) = I TMx, y) (4) 

where (' is the node number, nn is the total number of nodes in 
the element, and N denotes the node interpolation function. 
Substituting the trial function solution, Eq. (4), into the varia
tional statement and, for the purpose of reporting clarity consid
ering the first term of the variational statement (convection) 
only, collecting terms gives 

-I If p6T,Ni[ » ^ + v —2\Tjdxdy = -8TKCT (5) m 
dx 

This is the variation of temperature, due to convection, over 
a particular element where ST is a matrix of the order 1 X n. 

[STU ST2, . . . . . 6T„), T is a matrix of the order n X 
1 [Ti> 7*2. • • • • T„] and KC is the convection matrix of the 
element (n X n) as follows, 

KQ = 
/ / 

„ , dN, dN,\J _, 
pNi[ u—- + v -—^jdxdy (6) 

research program. The governing equation for the two re
maining modes of heat transfer is as follows (from Patankar, 
1978): 

dT dT 
~PU 7T + Pv T~ + 

ox ay 

, d2T , d2T ^ n 
(1) 

where the first two terms are for convection, the second two 
for conduction, and the final represents a heat source, k is the 
thermal conductivity of a material, p is the fluid density and u 
and v are fluid velocities in the x and y directions, respectively. 

Using the Galerkin weighted-residual method (see El-
Zafrany, 1994), an integral equation can be derived from Eq. 
(1). Integrating using the integration by parts theorem, the sec
ond-order differential equations can be reduced to first-order 
differential equations with the penalty of introducing boundary 
integral terms as follows: 

!l 6T-
n o(x/y) 

dxdy = (D 8Tg(llm)dT 

11 d(6T) 

dx 
gdxdy = 0 (2) 

where fi is the domain, T is the domain boundary, and 

I = 
cfy 
dT 

dx 

of 
= k 

dT 

dx ' 

dT 

dy 
(2a) 

There are three possible conditions for the boundary integral 
(T), where the boundary temperature T is prescribed (rT), or is 
insulated so that the temperature gradient normal to the bound
ary is zero (r , ) , or there is a heat flux to the fluid (Tf) governed 
as follows: 

dn 
T.) (3) 

where Ta is the temperature of the bulk fluid into which the 
heat is transferring, n is a vector normal to the boundary, and 
h is called the "film coefficient," which encompasses both 
conduction and convection (conjugate heat transfer) away from 
the boundary. 

Using Eq. (3) as the boundary integral expression and inte
grating again, the variational statement is derived. This ex
presses the variation of temperature over the whole problem 
domain. 

The approximate trial function solution for the temperature, 
T, for each node of a single element of the whole domain is as 
follows: 

Following the same procedure as Eqs. (5) and (6) for the 
remaining domain terms in the variational statement (conduc
tion term (K), heat source term (Ay and boundary heat transfer 
terms (C and Na) the following matrix expression can be de
rived: 

8T'[(-K - KC - QT + N« + Nq] = 0 (7) 

Rearranging Eq. (7) gives, 

(K + KC + QT = N« + Nq (8) 

Equation (8) is the generic element equation indicating the 
variation of temperature over an element, T is the temperature 
that is required in the solution, (K + KC + Q is the "stiffness" 
or proportionality matrix of the element and represents the three 
types of heat transfer under consideration; conduction (K), con
vection (KC), and boundary or conjugate heat transfer (Q. Nq 

is a heat source term that can be neglected in this analysis and 
Na is a term related to the boundary heat transfer. The only 
remaining requirement was to recognize what forms of heat 
transfer will take place in which element. The explicit element 
equation could then be derived for each element including only 
the terms relevant to the material and its position in the domain. 
For example, only conduction occurs in the solid metal of the 
cooling adapter walls (matrix Eq. (8) becomes KT = 0) but 
conduction and boundary heat transfer occurs at the solid/fluid 
boundary where the metal adapter meets the coolant (Eq. (8) 
becomes [K + QT = Na). 

All the variables within the analysis can be prescribed at 
start, or were numerically approximated during the analysis, 
except for two. The two that could not easily be prescribed 
were associated with the boundary heat transfer to and from a 
moving fluid. They were the heat transfer or film coefficient, 
h, and the bulk material temperature Ta. 

The problem of estimating these values, h in particular, is 
one faced by all authors investigating conjugate heat transfer. 
The normal procedure followed is to perform a separate Compu
tational Fluid Dynamics (CFD) analysis of the fluid flow in the 
domain in the first place. From this the bulk gas or liquid 
temperature and the heat transfer coefficients near the bound
aries at any place can be derived. The information from the 
CFD analysis is then used as the boundary conditions for a 
finite element analysis to derive the temperature distribution 
across the whole domain. An example of this procedure is given 
by Lebail and Popp (1993). This procedure is lengthy because it 
involves two separate analyses and is also somewhat inaccurate. 
Russell et al. (1993) have highlighted discrepancies between 
CFD and experimental analyses. The error is based on the use 
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Fig. 2 Method of surface temperature measurement 

of a ' 'near-wall function'' to approximate the heat transfer in 
the boundary layer based on flow conditions and empirical rela
tionships derived from generic experimental data. 

Time was not available here for an additional CFD analysis 
of the coolant and hot gas flow. Instead it was decided to use 
"typical" generic heat transfer coefficients given by Bayley et 
al. (1972) for certain material interfaces and approximate the 
bulk material temperatures based on the position within the 
problem domain relative to the hot gas and coolant inlet (the 
prescribed boundary conditions). 

Using a prescribed value for h limits the application of the 
model. The pressures experienced in a modern gas turbine are 
an order of magnitude higher than those used in the test rig for 
model validation. The greater pressures would increase the heat 
transferred from the hot gas to the cooling adapter. To appreci
ate this, the model has two "setups": an engine setup and a 
test rig setup where the prescribed value for heat transfer coef
ficient are based on the differing flow conditions of the hot gas 
in each case. The test rig setup was used for the model validation 
process. 

Experimental Validation 
Some form of validation of all finite element models is re

quired at certain conditions before the results from other condi
tions can be used with any confidence. The extent of the accu
racy of the model, due to the nature and number of assumptions 
and approximations used, can be assessed by the validation 
process. The extent of the model's accuracy, when known, can 
then be accounted for when results are interpreted. 

Several standard fundamental mathematical tests were carried 
out successfully on the model initially, but this analysis was 
totally novel and as a result no relevant experimental data were 
available for validation. A specific experiment therefore had to 
be designed. The task was to produce a similar temperature 
distribution across the cooling adapter experimentally, as cre
ated by the model. The comparison of model output and experi
mental data formed the model validation. 

Experimental Apparatus. The test rig used was an in-line 
combustor rig, compressed air passed through the combustor 
where it was heated to the required temperature. It then flowed 
past the transducer in a cooling adapter that was mounted in a 
boss in the side of the pipe about ten pipe diameters downstream 
from the combustor exit. The heated air then exited to atmo
sphere. The rig capabilities were as follows: mass flow rate, up 
to 1.5 kg/s; maximum pressure, 317.2 kPa g; temperature range, 
ambient up to 800°C. 

The cooling adapter was machined to allow thermocouple 
measurement of the temperature distribution. From the tempera
ture contours indicated by the output of the model, it was de
cided that measurements of temperature would ideally be taken 
at many places on the inner and outer walls of the coolant 
chamber, the temperature of the coolant at different heights, 
and the temperature of the "stagnated" flow in front of the 
transducer. The measurement of the wall temperatures in thin-
walled components was done in accordance with Rolls-Royce 

Instrumentation Standards and Techniques (1988) normally ap
plied to the measurement of surface temperatures of cooled 
turbine blades. The method was as shown in Fig. 2 and was 
used for the measurements on all the coolant chamber walls. 
However, no measurements could be taken on the inside wall 
because the machining required was physically impossible. It 
was assumed that the validation of the prediction of heat transfer 
across the outer and lower walls of the coolant chamber would 
be sufficient. 

Each slot for the thermocouple lead out had to be machined 
in a different circumferential position to be physically feasible. 
The temperatures were expected to be relatively axisymmetric 
and so, for ease of validation, all measurements were assumed 
to appear all in the same plane. The coolant temperatures were 
achieved by "hanging" the thermocouples in the coolant at 
different heights in a very thin-walled tube to maintain its posi
tion. The temperature of the stagnated flow, in the recess in 
front of the transducer, was measured in similar way. The Kulite 
XTE-190 transducer was replaced by a stainless steel blank to 
prevent any chance of damage to it. All the positions where 
temperature was experimentally derived are shown in one plane 
with respect to the finite element problem domain in Fig. 3. 

The specification of the chosen thermocouples was as fol
lows: "K" Type, 0.25 mm diameter, accuracy ± 1 percent or 
better up to 500°C, maximum operating temperature 820°C. 

The data acquisition system used a multiplexer providing 16 
differential analogue input channels into one analogue input 
channel on a data acquisition board fitted to a 486 PC. The 
multiplexer included cold-junction sensing and compensation 
for thermocouples, and internal gain of the low voltage output. 
Each run was stored straight to the hard disk of the PC. 

Three variables for the validation were studied at two values. 
These were: the mass flow rate (0.089 and 0.124 kg/s) and the 
temperature (500 and 800°C) of the source air flow (the hot 
gas) and the flow rate of the two different coolants (water at 
8.28 and 12.48 kg/s and air at 0.000161 and 0.000321 kg/s). 

At each experimental condition, when the source flow tem
perature had settled at the required value, each thermocouple 
output was sampled ten times over a period of one minute 
and saved to disk. During this time the relevant information to 
calculate coolant and source flow mass flow rates were recorded 
in accordance with BS 1042. For information, the test rig pipe 
external temperature was also recorded. The entire experimental 
procedure was conducted twice and compared to ensure that no 
erratic results were used. After the testing was complete the ten 
outputs from each thermocouple were averaged for each differ
ent test condition to give one temperature for each thermocouple 
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Fig. 3 Temperature measurement locations 
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Spatial thermocouple position 

Fig. 4 Error in model predictions against experimental data 
Fig. 6 Water cooling at 800°C source flow 

to reduce scatter in the results from minor fluctuations in the 
experimental values. 

Data Comparison 
A simple comparison was then made between the relevant 

experimental data and the spatially equivalent nodal temperature 
predicted by the model for each of the four conditions modeled 
(water-cooled at 500 and 800°C source flow and air-cooled at 
500 and 800°C source flow). 

Good qualitative agreement was immediately found, but to 
gain some quantitative agreement required more boundary con
ditions to be prescribed in the model. For the cases using water 
as a coolant, a greater number of coolant nodes had to be pre
scribed at coolant inlet temperature. For the cases using air as 
the coolant, the external pipe temperature of the test rig had to 
be prescribed. The two values required (water coolant inlet 
temperature and pipe external temperature) had been taken dur
ing testing and so were readily available. 

A summary of the discrepancy found between the tempera
tures predicted by the model and the experimental temperatures 
is shown in Fig. 4. The discrepancy is plotted as a percentage of 
the source flow temperature boundary condition (500 or 800°C). 

The temperature predicted by the model matched the experi
mental temperature to within ±5 percent of the source flow 
temperature. It was assumed that, using the model, it was possi
ble to predict any temperature in the domain to within ±5 
percent or less of the source flow temperature (±25°C for 500°C 
source flow and ±40°C for 800°C source flow). 

Although this error tolerance may appear large, it was felt 
that appreciating the assumptions inherent in the model (no time 
for an additional CFD investigation of the coolant and using 
"typical" heat transfer coefficients) and the future use of the 

model in the research program, this tolerance was acceptable 
and would not negate the conclusions of the study. 

Results 
Experimental data were already available at 500°C source 

flow temperature. A source flow of 800°C was considered typi
cal of the rear stages of an advanced high-pressure compressor. 
Air and water were used in' the assessment to highlight differ
ences between the effectiveness of the two media used in the 
same configuration. 

Water as the Coolant. Figure 5 shows the temperature 
distribution for the analysis at 500°C source flow temperature 
with water as the coolant at a temperature of 10°C. 

The predicted maximum transducer temperature was 21°C 
(measured at 28°C). The model predicts that the majority of the 
heat transferred into the screen of the adapter was passed into 
the coolant rather than up the recess to the transducer. Heat 
from the pipe of the test rig was prevented from transferring 
into the cooling adapter, leaving its outside wall relatively cool. 
The heat transferred into the inside wall of the cooling adapter 
appeared to be transferred into the coolant and away from the 
transducer. The overall impression is of very effective cooling 
of the transducer and evidence of localized cooling of the test 
rig pipe. 

Figure 6 shows the temperature distribution for the analysis 
at 800°C source flow temperature with water as the coolant. 

The predicted maximum transducer temperature was 38°C 
(measured at 53°C). The model predicts almost the same phe
nomena as at 500°C, but a general increase in temperature of 
the cooling adapter was evident. The temperature of the stag
nated flow in the recess in front of the transducer and the inside 
wall of the cooling adapter appeared to be rising more quickly 
than other areas. 

Fig. 5 Water cooling at 500°C source flow 
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Fig. 7 Air cooling at 500C source flow 

JULY 1998, Vol. 1 2 0 / 6 1 1 

Downloaded 01 Jun 2010 to 171.66.16.49. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 8 Air cooling at 800°C source flow 

Air as the Coolant. Figure 7 shows the temperature distri
bution for the analysis at 500°C source flow temperature with 
air as the coolant at 20°C. 

The predicted maximum transducer temperature was 64CC 
(measured at 54°C). The cooling appears less effective; the heat 
appears reluctant to transfer into the coolant and was guided 
into the inside wall of the cooling adapter. Heat from the pipe 
of the test rig was transferred easily into the cooling adapter. 
The heat transferred into the screen was transferred more readily 
through the stagnated flow in the recess in front of the transducer 
than in the water-cooled case. The cooling adapter was at a 
generally higher temperature than the water-cooled case; this 
was most apparent in the outside wall of the cooling adapter. 
There was no evidence of localized cooling of the test rig and 
the general impression is reasonable cooling of the transducer, 
but less efficient than water cooling. 

Figure 8 shows the temperature distribution for the analysis 
at 800°C source flow temperature with air as the coolant. 

The predicted maximum transducer temperature was 198°C 
(measured at 182°C). The model again predicts almost the same 
phenomena as seen at the lower source flow temperature, but a 
general rise in the temperature within the problem domain was 
seen. The effectiveness of the transducer cooling was greatly 
reduced, there was an alarming increase in the heat transferred 
through the stagnated flow in the recess in front of the trans
ducer, raising the temperature of the transducer itself to a dan
gerous level. 

It is important to note that the use of a recessed transducer, 
to achieve sufficient cooling and allow survival at such high 
environment temperatures, has a detrimental effect on its mea
suring capability. The recess created has a first resonant fre
quency at about 10 kHz, severely reducing the measurement 
bandwidth of the transducer, quoted as 100 kHz by its manufac
turer. 

Conclusions 
The model output can be summarized as follows: 

• The primary heat path to the transducer was through the 
stagnated flow in the recess in front of the transducer. 

Heat transfer along this path was increased when air was 
the cooling medium and further increased at higher source 
flow temperatures. 

• A rise in source flow temperature showed little change in 
general heat transfer characteristics except a general rise 
in domain temperatures. However, the increase in temper
ature of the adapter recess and transducer was at a higher 
relative rate. 

The validated model confirmed that, using a commercially 
available design, water as a cooling medium was far better at 
protecting the transducer from the high-temperature environ
ment. 

When air was used as the coolant in the water-cooling 
adapter, the transducer diaphragm temperature was predicted as 
198°C and experimentally measured as 182°C at a source flow 
temperature of 800°C, confirming survival of the transducer in 
an environment at this temperature. (The transducer is rated up 
to 235°C.) Survival at this temperature using a simplistic design 
of cooling adapter and air as the coolant was very encouraging, 
but the rise in predicted transducer temperature between 500 
and 800°C source flow temperatures (64°C to 198°C) indicated 
that 800°C is very near the survival limit of this configuration. 

The main concern was the ease with which heat from the hot 
gas passes up the stagnated flow in the recess in front of the 
transducer. This appeared to be by far the most dangerous heat 
path, even more so as the temperature of the source flow is 
increased. 
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A New Model for Free-Stream 
Turbulence Effects on 
Boundary Layers 
A model has been developed to Incorporate more of the physics of free-stream turbu
lence effects into boundary layer calculations. The transport in the boundary layer 
is modeled using three terms: (1) the molecular viscosity, v; (2) the turbulent eddy 
viscosity, eT, as used in existing turbulence models; and (3) a new free-stream-
induced eddy viscosity, ef. The three terms are added to give an effective total 
viscosity. The free-stream-induced viscosity is modeled algebraically with guidance 
from experimental data. It scales on the rms fluctuating velocity in the free stream, 
the distance from the wall, and the boundary layer thickness. The model assumes a 
direct tie between boundary layer and free-stream fluctuations, and a distinctly differ
ent mechanism than the diffusion of turbulence from the free-stream to the boundary 
layer assumed in existing higher order turbulence models. The new model can be used 
in combination with any existing turbulence model. It is tested here in conjunction with 
a simple mixing length model and a parabolic boundary layer solver. Comparisons 
to experimental data are presented for flows with free-stream turbulence intensities 
ranging from 1 to 8 percent and for both zero and nonzero streamwise pressure 
gradient cases. Comparisons are good. Enhanced heat transfer in higher turbulence 
cases is correctly predicted. The effect of the free-stream turbulence on mean velocity 
and temperature profiles is also well predicted. In turbulent flow, the log region in 
the inner part of the boundary layer is preserved, while the wake is suppressed. The 
new model provides a simple and effective improvement for boundary layer prediction. 

Introduction 

Free-stream turbulence can have a strong effect on the behav
ior of a boundary layer. Elevated free-stream turbulence tends 
to cause early transition from laminar to turbulent flow and can 
lead to higher skin friction and heat transfer coefficients. Highly 
disturbed flows are found in many applications including gas 
turbine engines, where free-stream turbulence intensities 
(FSTI) as high as 20 percent are possible. Given the strong 
effects that free-stream turbulence can have, accurate turbulence 
and transition models that incorporate these effects are needed 
for improved prediction and design. Existing turbulence models 
handle the FSTI in a number of ways. The simplest models 
do not account for the free-stream turbulence explicitly. They 
cannot, therefore, predict elevated heat transfer or skin friction 
in high FSTI boundary layers. Included are integral methods 
and zero-equation partial differential equation solvers, which 
use a mixing length model for closure of the momentum equa
tion. Higher order turbulence models, such as two-equation k-
e models, provide a means for including the free-stream turbu
lence effect. Equations are derived for the turbulent kinetic 
energy and dissipation rate, and the free-stream turbulence con
ditions are supplied as boundary conditions for these equations. 
Although these equations are derived exactly, several terms 
must be modeled empirically for implementation. Turbulence 
is modeled as entering the boundary layer from the free stream 
through a diffusion process. This turbulence then raises the 
level of transport in the boundary layer, resulting in higher skin 
friction and heat transfer coefficients. It also leads to boundary 
layer transition. 

Two-equation models must produce the correct qualitative 
end results. Turbulence is put into the boundary layer, and this 
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will tend to cause transition and higher skin friction and heat 
transfer. The mechanism by which the turbulence enters the 
boundary layer in existing models may not be correct, however. 
If the mechanism is not correct, the constants in the models 
may still be tuned to give good predictions in some flows, but 
there is no reason to expect the models to be robust over all 
conditions. It is also questionable whether continued work with 
such models will lead to improvement, particularly in the area of 
transition. Increasing the FSTI in a k- e simulation will correctly 
move transition upstream, but current models are still often poor 
predictors of transition (Mayle, 1991). This is evidenced by 
the comparisons in Savill (1992). Existing models generally 
predict transition starting too far upstream and with too short a 
transition zone. 

Recent work suggests that diffusion may not be the primary 
mechanism by which free-stream turbulence influences the 
boundary layer. Volino and Simon (1994) considered transi
tional boundary layers under both low (0.6 percent) and high 
(8 percent) FSTI conditions. They documented spectra of the 
fluctuating streamwise velocity, u', the fluctuating normal com
ponent of velocity, v', and the turbulent shear stress, —u'v', at 
several positions in the boundary layer and in the free stream. 
In the pre- and early-transitional boundary layers they found 
that the peak energy in the boundary layer u' spectra occurred 
at the same frequency as the peak in the free-stream v' spectra. 
This was observed under both high and low FSTI conditions. 
The boundary layer u' fluctuations were believed to be caused 
by the "splat mechanism" proposed by Bradshaw (1994). In 
the splat mechanism, free-stream eddies buffet the boundary 
layer. A negative v' fluctuation in the free stream compresses 
the boundary layer momentarily, forcing high-speed fluid from 
the outer region closer to the wall. This results in a positive u' 
fluctuation in the boundary layer. The free stream acts directly 
on the boundary layer. The mechanism does not involve turbu
lence diffusion. The splat mechanism consists mainly of "inac
tive motions," i.e., motions that do not lead to turbulent trans-
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port. Once the free-stream eddy passes, the boundary layer re
bounds to its original state, with little net effect. This 
compression and release of the boundary layer may, however, 
lead to some turbulent mixing. Under high FSTI conditions, 
Volino and Simon (1994, 1997b) found significant levels of 
—u'v' in the upstream, pretransitional boundary layer, and it 
occurred at the frequencies of the peak v' in the free-stream 
unsteadiness. This upstream —u'v' was of lower energy and 
lower frequency than the - u ' v ' in the fully turbulent boundary 
layer downstream. The upstream —u'v' still had an impact on 
the upstream boundary layer, however, influencing the mean 
velocity and temperature profiles and enhancing the skin friction 
and heat transfer (Volino and Simon, 1997a). 

Moss and Oldfield (1996) provide more direct evidence of 
the effect of the free-stream on the boundary layer. They consid
ered FSTI up to 12 percent, recording simultaneous traces of 
instantaneous free-stream velocity and instantaneous wall heat 
flux. The correlation coefficient between the unsteady velocity 
and heat flux was as high as 50 percent. The spectra of the 
two signals were similar at low wavenumbers, but at higher 
wavenumbers the heat flux appeared unaffected by the free 
stream. Instantaneous Nusselt numbers fluctuated between a 
low level similar to that seen in low-FSTI turbulent boundary 
layers and a high level, which was up to 100 percent higher. 
The transition between the two levels occurred at a low fre
quency, which was associated with the free-stream turbulence. 
Smaller, higher frequency fluctuations within the heat flux sig
nal were associated with turbulence within the boundary layer. 
Velocity spectra taken in the free stream and near the wall 
were nearly identical, suggesting that free-stream eddies were 
' 'penetrating right through the velocity-defect part of the bound
ary layer." The turbulent eddy structure of the boundary layer 
was believed to be dominated by high free-stream turbulence, 
and this was believed to be the main heat transfer enhancing 
mechanism. 

Thole and Bogard (1996) considered boundary layers with 
FSTI ranging from 10 to 20 percent. At low wavenumbers they 
found that the free-stream u' spectra and the boundary layer 
spectra down to y+ = 15 were nearly identical. At higher wave-
numbers the FSTI level had little effect on the near-wall spectra. 
At 12 percent FSTI the near-wall spectra exhibited a double 
peak, with the lower frequency peak matching the peak fre
quency in the free-stream spectra. The higher frequency peak 
was associated with boundary layer generated turbulence. 

Mayle and Schultz (1997) developed a "laminar kinetic en
ergy" equation for pretransitional flows, and showed that pres

sure fluctuations, not diffusion, are the primary mechanism for 
turbulence entering the boundary layer. 

The studies described above all suggest a direct link between 
free-stream and boundary layer fluctuations. They also show a 
distinct frequency separation between fluctuations induced by 
the free stream and fluctuations generated within the boundary 
layer by near-wall production. Although the u'v' correlation is 
lower in the free-stream-induced fluctuations than in the bound
ary-layer-generated turbulence, the free stream has a significant 
and direct role in enhancing heat transfer. The diffusion mecha
nism used in current turbulence models does not appear to be 
supported by the experimental results. 

In the present study a new method is proposed to model the 
direct link between the free-stream and boundary layer. A model 
is developed, as motivated by the experimental data, and then 
tested against several experimental data sets. 

Turbulence Model 

The two distinct scales observed in the experimental data 
suggest a separate treatment of the boundary-layer-generated 
and free-stream-induced turbulence. For modeling purposes, the 
two scales are assumed independent of each other except for 
their mutual influence and dependence on the mean streamwise 
velocity profile. The effect of the near-wall-generated turbu
lence is captured with an existing turbulence model. A new 
model is developed below for the free-stream effect. 

The "splat mechanism" proposed by Bradshaw (1994) and 
discussed by Volino and Simon (1994) suggests that the level of 
free-stream-induced u' fluctuations in a boundary layer should 
depend on the level of v' fluctuations, a characteristic length, 
/„-, associated with these fluctuations, and the mean velocity 
gradient, dUldy. A v' fluctuation transports a packet of fluid 
some distance /„. across the mean streamwise velocity gradient, 
resulting in a fluctuation u' <* k'dUldy. The spectral results of 
Volino and Simon (1994) suggest that the turbulent transport 
induced by these fluctuations varies with the magnitude of the 
u' fluctuations. 

The magnitude of the free-stream-induced v' fluctuations in 
the boundary layer can be inferred from an experimental v' 
profile in a high FSTI flow. Figure 1 shows a typical example 
from Volino and Simon (1997b). The value of v' drops from 
a maximum near the wall to a minimum at y/6 = 0.25, before 
rising to the free-stream value. The near-wall peak can be asso
ciated with near-wall turbulence production. The decrease from 
the free stream to yl6 = 0.25 suggests that the free-stream effect 

N o m e n c l a t u r e 

A = dimensionless coefficient in ef 

model 
A + = coefficient in Van Driest damp

ing model 
b = dimensionless coefficient in tf 

model 
Cf = skin friction coefficient 
c = dimensionless coefficient in ef 

model 
FSTI = free-stream turbulence intensity 

= [{u'2 + v'2 + w'2)/3Ui]0-5 

G = transition model parameter 
H = shape factor = 8*16 
K = acceleration parameter = 

(v/Ul)(dUJdx) 
k = turbulent kinetic energy 

/„• = mixing length for v' fluctuations 
Pr, = turbulent Prandtl number 
q„ = wall heat flux 

Rex = Reynolds number based on dis
tance from leading edge 

Res = momentum thickness Reynolds 
number 

Re9t = momentum thickness Reynolds 
number at transition start 

St = Stanton number 
T = temperature 
U = mean streamwise velocity 

u+ = local velocity in wall coordinates 
= U/uT 

u' = fluctuating component of stream-
wise velocity 

ur = friction velocity 
v' = fluctuating component of velocity 

normal to wall 
w' = fluctuating component of span-

wise velocity 

x = streamwise coordinate 
y = coordinate normal to the wall 

y+ = distance from wall in wall coordi
nates = yuTlv 

a = thermal diffusivity 
6 = boundary layer thickness 

6* = displacement thickness 
e = turbulence dissipation rate 

£/ = free-stream induced viscosity 
tH = total thermal diffusivity 
eM = total viscosity 
eT = turbulent viscosity 
v = kinematic viscosity 
6 = momentum thickness 

Subscripts 
oo = free-stream 
/ = free-stream induced 
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Fig. 1 Typical v' profile from a high FSTI boundary layer 

diminishes as the boundary layer is penetrated and the wall is 
approached. This effect should approach zero at the wall. The 
free-stream-induced v' is assumed to scale with the distance 
from the wall, y, and inversely with the boundary layer thick
ness, 6. 

If the length scale /„• is assumed to scale with v', y, and 6, 
this argument suggests the following form for the free-stream-
induced shear stress, —u'v}: 

-u'v} Av 
,y^dU 

" 6C dy 
(1) 

where A, b, and c are dimensionless constants. To be dimen-
sionally correct, c = b - 1. The form of Eq. (1) suggest a free-
stream-induced eddy viscosity of the form: 

£/• = AvL^-; = AvLs{^ f 6"-> \6 
(2) 

The value of vL may be allowed to vary in the stream wise 
direction to model the decay of the free-stream turbulence. In 
the present study, however, most of the experimental compari
son cases showed only a small variation in vL with position, 
so vL was assumed constant at an upstream value for all calcula
tions. The constants A and b are determined empirically. For 
two-dimensional boundary layers on flat walls with grid-gener
ated turbulence and FSTI < 8 percent, A = 0.41 and b = 2.5 
were determined based on a best overall fit to the laminar and 
turbulent Stanton number data of Blair (1982,1983). In laminar 
boundary layers ef is assumed to act in combination with the 
molecular viscosity, u. In turbulent boundary layers it is as
sumed to act in combination with the molecular viscosity and 
turbulent viscosity, er. This is discussed further below. 

The development above, although guided by experimental 
observations, is recognized as speculative. Its utility is demon
strated by the model's ability to improve the match of calcula
tions to experimental data. 

Implementation of the Model 
The free-stream eddy viscosity proposed in Eq. (2) is inde

pendent of the near-wall turbulence model (e.g., k- e or mixing 
length) and the computational method used in a simulation. In 
this study the new free-stream model (henceforth referred to 
as the FS model) is implemented along with a mixing length 
turbulence model. Since a mixing length model alone has no 
way of incorporating free-stream effects, use of one provides a 
clear and relatively simple test of the FS model. Computations 
are done using the TEXSTAN code referenced in Kays and 

Crawford (1993). TEXSTAN is an updated version of the 
STAN5 code presented by Crawford and Kays (1976). It is a 
two-dimensional, parabolic boundary layer code based on the 
Patankar and Spalding (1970) method. The mixing length 
model included in the TEXSTAN code, which includes the Van 
Driest (1956) near-wall damping model with a variable A + 

parameter, is utilized. Details are available in Kays and Craw
ford (1993). 

The total viscosity, eM, used in the solution of the momentum 
equation is the sum of the molecular, turbulent, and free-stream 
contributions: 

eM = v + eT + tf (3) 

where eT is provided by the mixing length model. In laminar 
flows this reduces to 

eM = v + ef (4) 

The energy equation is solved using the total thermal diffusivity, 
£/,, where 

eH = a + (eT + e^/Pr, (5) 

and Pr, is the turbulent Prandtl number. A variable Pr, model 
recommended by Kays and Crawford (1993) is used. Heat 
transfer calculations depend strongly on the choice of Pr,. The 
Kays and Crawford model produces good agreement with near-
wall (y+ < 100) mean temperature profile data, in wall coordi
nates, at all of the FSTI considered in this study, independent 
of whether the FS model is in use. Changing the Pr, model 
produced changes in the slope and magnitude of the mean tem
perature profiles in the inner part of the boundary layer, which 
were not supported by the experimental data. The Kays and 
Crawford (1993) model is, therefore, used in all computations 
in this study. 

Transition Model. Although development of a transition 
model is not the purpose of this paper, a transition model was 
needed for evaluation of the FS model in transitional and early 
turbulent boundary layers. The most reliable models currently 
available depend on empirical correlations for transition start 
and end. Transition was initiated in the present calculations by 
turning on eT when the momentum thickness Reynolds number, 
Res, exceeded the value given by a correlation. Park and Simon 
(1987) recommended use of the Abu-Ghannam and Shaw 
(1980) correlation: 

Reft = 163 + exp(6.91 - FSTI) (6) 

for transition start with mixing length models. Schmidt and 
Patankar (1991) also used this correlation in the development 
of their ' 'Production Term Modification" (PTM) k- e transition 
model, which provides improved transition prediction over stan
dard k- e calculations. Mayle (1991) stated that the lower limit 
of 163 on Ree, in Eq. (6) is artificial and proposed the equation 

Ree, = 400(FSTir 5 / 8 

This is similar to the correlation 

Re9t = 460(FSTI)-°-65 

(7) 

(8) 

given by Hourmouziadis (1989). Recognizing that the correla
tions were developed for different ranges of FSTI, Eqs. (6) and 
(8) were used for cases with FSTI less than and greater than 
4.5 percent, respectively. Additionally, transition was not al
lowed to begin if the acceleration parameter K was above 3 X 
10~6, as suggested by Mayle (1991). This last restriction has 
no effect at low FSTI, since the strong acceleration suppresses 
the growth of the boundary layer, keeping Res below ReSl. At 
high FSTI, however, where Re«, is itself low, the restriction can 
move transition start downstream. 

TEXSTAN provides for a gradual transition with the mixing 
length model by modifying the Van Driest (1956) damping 
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Fig. 2 FS model Stanton number and skin friction coefficient predictions 
for unaccelerated flow on a flat plate 

term. This is accomplished by setting the A + term to 300 at the 
start of transition, then allowing it to gradually decrease to its 
equilibrium value (A* = 25 for unaccelerated flow) at the 
end of transition. This was found still to produce too abrupt a 
transition, so a further modification was implemented. In the 
range Reet < Res < 2.667 Rest (with the 2.667 factor coming 
from the Abu-Ghannam and Shaw, 1980, model for transition 
length), Eqs. (3) and (5) were modified to 

eM = v + GeT + ef ( 9 ) 

e„ = a + (GeT + ef)/Prt (10) 

G = (Re e-Re f t) /(1.667*ReS t) (11) 

with 

This might be thought of as a crude intermittency model. Al
though G does not match the shape of typical intermittency 
distributions (e.g., Abu-Ghannam and Shaw, 1980), it does 
vary smoothly with Re«, increasing from zero to one, as does 
the intermittency. 

Initial Conditions. All computations were started at x = 
0.0001 m (Rex « 100) with a Blasius velocity profile and a 
uniform temperature profile. The boundary layer thickness was 
set to 4 X 10~5 m using a nonuniform grid with forty points. 
Testing with different starting profiles and finer grids showed 
that results were independent of the initial conditions and grid 
to within 0.5 percent. 

Results 
The behavior of the model is demonstrated with a series of 

runs simulating air flow with a constant U„ = 20 m/s and 
r„ = 300 K along a 2-m-long plate. The wall boundary condi
tion was a constant heat flux of 200 W/m2. Simulations were 
run with 0, 1,5, and 10 percent FSTI. Skin friction coefficient 
and Stanton number results are presented in Fig. 2 for simula
tions with the boundary layer assumed turbulent from the lead
ing edge. At zero FSTI the model reduces to the standard mixing 
length model, and the results agree with correlations presented 
in Kays and Crawford (1993). At 1 percent FSTI, both Qand 
St are about 5 percent above the zero FSTI conditions. At 10 
percent FSTI, Qand St are 15 percent above the zero turbulence 
results. Also shown in Fig. 2 are Stanton numbers for the same 
cases, but with laminar flow (eT set to zero). At Rex = 2.5 X 
106, 25 and 45 percent enhancements in St are seen for the 1 
and 10 percent FSTI cases, respectively. Although laminar flow 
under these conditions would not be observed in practice, simi

lar results would be expected in strongly accelerated, high FSTI 
flows, where extended laminar and transition regions would be 
present even under high FSTI conditions. Examples of such 
cases from Blair (1982) and Volino and Simon (1997a) are 
presented below. 

The effect of the free-stream turbulence on the mean stream-
wise velocity profiles is shown in Fig. 3 for fully laminar and 
fully turbulent simulations. Profiles are presented in wall coordi
nates at Rex = 0.5 X 106 (Re9 between 400 and 600) for the 
laminar runs and at Rex = 2.5 X 106 (Res between 4700 and 
5400) for the turbulent simulations. The free-stream turbulence 
causes the laminar profiles to deviate from the zero FSTI, Blas
ius profile, and suppresses the wake in the turbulent profiles, in 
agreement with experimental data (e.g., Blair, 1983). Similar 
results are observed in the mean temperature profiles. The log 
region of the turbulent profiles is unaffected by the free stream, 
in agreement with experimental results such as those of Thole 
and Bogard (1996). This lends support to the form of ef given 
byEq. (2). 

Comparison to Experimental Data. These results exhibit 
the correct trends, but a comparison to experimental data is 
needed to validate the model quantitatively. Data from flat and 
concave-curved wall cases, and from accelerated and unacceler
ated flows were chosen. Free-stream turbulence levels up to 8 
percent were considered. All experimental results are for flows 
of room temperature air along walls with constant flux heating 
downstream of a short unheated starting length. Attention is 
focused on Stanton number data and mean velocity and tempera
ture profiles. 

Unaccelerated Flow Over Flat Walls. Blair (1983) consid
ered unaccelerated flow along a flat wall with U„ = 30 m/s and 
qa = 880 W/m2 downstream of a 4.3-cm-long unheated starting 
length. Data are tabulated in Blair (1981a). Free-stream turbu
lence intensities of 1.3, 2.6, 6.4, and 7.6 percent were generated 
with grids. Experimental Stanton number data are compared to 
calculated results in Fig. 4(a). The same data are compared to 
standard mixing length calculations (e/set to zero) in Fig. 4(b). 
The free-stream turbulence has only a small effect in the laminar 
region in these flows, and the laminar data are well predicted 
in both sets of calculations. In the turbulent region, the FS 
model provides an improved match to the data. For the 1.3 
percent FSTI case, the standard model predicts St about 5 per
cent too low, while the FS model is about 2 percent too high. 
The standard model provides a better prediction of the 2.6 per
cent FSTI case, but the experimental data show the wrong trend 
with FSTI for this case, with St below the level of the 1.3 
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Fig. 3 FS model velocity profile predictions for unaccelerated flow on 
a flat plate 
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Fig. 4 Comparison of Stanton number predictions to unaccelerated flow 
data of Blair (1983) 

percent case. At the 6.4 and 7.6 percent FSTI levels, the standard 
model predicts Stanton number between 10 and 14 percent too 
low, while the FS model predicts St within 2 percent of the data. 
Schmidt and Patankar (1991) provide comparisons to these data 
sets with their k- e, PTM model. Their results are nearly identi
cal to those of Fig. 4 (a ) , both in the prediction of transition 
(expected since both are based on the Abu-Ghannam and Shaw, 
1980, model) and in the prediction of heat transfer enhancement 
due to the FSTI effect. 

Figure 5 shows comparisons of mean velocity and tempera
ture profile data to the FS and standard mixing length calcula
tions for a typical location from the fully turbulent zone of the 
6.4 percent FSTI case. The FS model provides a clear improve
ment. The elevated FSTI leads to faster growth of the boundary 
layer, which is well captured. The wall temperature is predicted 
to within 1 percent of the wall-to-free-stream difference by the 
FS model, while the standard model prediction was 13 percent 
high. The shape factor, H, from the measured velocity profile 
was 1.33, while the values predicted by the FS and standard 
models were 1.29 and 1.42 respectively. 

Accelerated Flow Over Flat Walls, Blair (1982) considered 
flow over a flat wall subject to favorable pressure gradients. 
Data are tabulated in Blair (1981b). At a constant acceleration 
parameter K = 0.2 X 10~6 and inlet U^ = 15.9 m/s, cases with 
1 and 2 percent FSTI were considered. At a constant K = 0.75 
X 10~6 and inlet £/« = 10.1 m/s, cases with 2 and 5 percent 

FSTI were documented. In all four cases the wall heat flux was 
approximately 500 W/m2. Stanton number calculations using 
the FS and standard mixing length models are compared to the 
data in Fig. 6. At K = 0.2 X 10 - 6 and 1 percent FSTI (Fig. 
6 (a) ) , the models are comparable in the laminar region, pre
dicting the data to within about 8 percent. Both models predict 
too late a transition. At K = 0.2 X 10~6 and 2 percent FSTI, 
the FS model is clearly better. It matches the laminar data, 
predicts the transition well, and is about 4 percent low in the 
turbulent region. The standard mixing length model is 12 per
cent low in the laminar and turbulent regions and predicts a 
late transition. At K = 0.75 X 10~6 and 2 percent FSTI (Fig. 
6(b)) the FS model matches the data to within about 3 percent 
in the laminar and transition regions while the standard model 
is about 15 percent low in the laminar region and predicts a 
late transition. At 5 percent FSTI the FS model is about 9 
percent low in the turbulent region, while the standard model 
is about 18 percent low. 

Schmidt and Patankar (1988, 1991) also simulated these ac
celerated cases with their PTM model. At the lower K, they 
predict the 1 percent FSTI case well, including the transition. 
In the 2 percent FSTI case, their result is nearly identical to the 
prediction of the FS model in Fig. 6 (a ) . At K = 0.75 X 10 - 6 

with 2 percent FSTI, the PTM model predicts Stanton numbers 
20 percent low in the laminar region and transition about 0.3 
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Fig. 5 Comparison of calculated profiles to unaccelerated flow data of 
Blair (1983) 
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Fig. 6 Comparison of FS model and standard mixing length Stanton 
number predictions to accelerated flow data of Blair (1982) 

m too far upstream. Schmidt and Patankar (1991) noted low 
St predictions in the laminar region of other strongly accelerated 
flows. At 5 percent FSTI the PTM model produces results very 
similar to those of the FS model in Fig. 6(b). 

In summation, for the flat wall cases considered here, the 
new model is a clear improvement over the standard mixing 
length model. It correctly predicts the effects of free-stream 
turbulence. The model behaves very similarly to the more com
plex PTM k-t model and in some cases produces a better 
result. 

Modeling of Curvature Effects. To demonstrate an exten
sion of the FS model, the effects of streamwise curvature are 
considered. Streamwise concave curvature is inherently destabi
lizing and can lead to higher heat transfer rates. Kestoras and 
Simon (1995) stated that when concave curvature and high 
FSTI are combined, the free-stream eddies are able to penetrate 
closer to the wall than in a flat wall flow, resulting in signifi
cantly higher turbulent transport within the boundary layer. 
They studied an 8 percent FSTI flow moving from a concave 
wall onto a flat recovery wall, and measured an almost immedi
ate drop in turbulence within the boundary layer as the flow 
moved onto the flat wall. This rapid recovery further suggests 
that the effect of the free stream on the boundary layer is a 
direct one and not due to turbulent diffusion. 

If the enhanced transport in concave-wall boundary layers is 
in part due to a closer penetration of free-stream eddies toward 
the wall, an adjustment of the profile of ef might capture the 
effect. To maintain the level of ef at the edge of the boundary 
layer while increasing the effect within the boundary layer, the 
constant ft in Eq. (2) can be lowered while the constant A is 
held fixed. Kim et al. (1992) investigated boundary layers with 
8 percent FSTI along both a flat wall and a concave wall with 
a constant radius of curvature of 1 m. In the turbulent region of 
the flow, an FS model simulation of the flat wall case produced 
Stanton numbers in agreement with the experimental data to 
within 5 percent. For the concave wall case, it was found that 
changing the constant b to 1.5 produced a good match to the 
turbulent flow data. The 8 percent FSTI alone (with b set to 
the 2.5 flat wall value) produced an 11 percent rise in Stanton 
number above a zero FSTI calculation, and the curvature effect 
(b set to 1.5 with FSTI = 8 percent) produced an additional 
16 percent increase, for a total rise of 27 percent over a zero 
FSTI flat wall flow. 

To test the concave wall model, accelerated flow data ac
quired by Volino and Simon (1995, 1997a) along the same 1 
m radius of curvature wall used in the Kim et al. (1992) study 
were considered. The following three cases were simulated, all 
with a nominal 8 percent FSTI at the inlet to the test section: 

Case Inlet U«, Acceleration Wall heat flux 

1 7.5 m/s 
2 9.6 m/s 
3 4.9 m/s 

K = 0.75 X 10"6 constant 
dUJdx = 28 s_1 constant 
dUJdx = 13.6 s~l constant 

76 W/m2 

380 W/m2 

180 W/m2 

The mixing length turbulence model, as described above, was 
used for the calculations with no additional curvature correction. 
Stanton numbers for the three cases are presented in Fig. 7. The 
transition is not well predicted in Case 1, but the calculated 
results are within 4 percent of the data at the downstream sta
tions. The calculated results are 17 percent higher than those 
from a flat wall simulation with the FS model, and 28 percent 
higher than those predicted with the standard mixing length 
model. The calculations for Cases 2 and 3 are in good agreement 
with the data in all regions of the flow. Stanton numbers are 
well above the values predicted by a flat-wall FS calculation or 
the standard mixing length model. Volino and Simon (1995) 
stated that the curvature effect in these cases was probably 
small, since the acceleration kept the boundary layer thin. The 
present computations suggest that the curvature effect may have 
actually been large. An experiment on a flat wall under the 
FSTI and acceleration conditions of Case 3 would be an interest
ing check of this result. Cases 2 and 3 include extended nontur-
bulent regions due to the strong acceleration, which delays the 
start of transition in spite of the high FSTI. In this ' 'disturbed 
laminar" region, the FS model correctly predicts a rise in Stan
ton numbers by as much as 65 percent above a laminar calcula
tion. Figure 8 shows temperature profiles from two stations of 
Case 3. At the upstream station the flow is pretransitional 
(eT = 0). All deviation from laminar behavior is due to the 
free-stream effect. The profile shape, boundary layer thickness, 
and wall temperature are all well predicted. At the downstream 
station the flow is fully turbulent. As at the upstream station, 
the calculated profile matches the data well, and represents a 
substantial improvement over the standard mixing length model. 

Discussion 

These results suggest the usefulness of the FS model. In the 
cases considered, results were good and comparable to those 
produced with a k-e model. The FS model holds advantages 
over existing k-t models. When used in conjunction with a 
mixing length model, it is less computationally intense. The FS 
model is also simpler, and is believed to model the physics 
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Fig. 7 Comparison of FS model and standard mixing length Stanton 
number predictions to accelerated, concave wall data of Volino and Si
mon (1995) 

of the free-stream-boundary-layer interaction better than the 
diffusion model assumed in k- e computations. The location of 
the start of calculations is less important with the FS model than 
with standard models since the problem of allowing sufficient 
distance for diffusion of turbulence into the boundary layer is 
not an issue. Regardless of the comparison to k-e models, 
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Fig. 8 Comparison of FS model and standard mixing length temperature 
profile predictions to accelerated, concave wall data of Volino and Simon 
(1995) 

mixing length models are still the models of choice in many 
Navier-Stokes calculations (Lakshminarayana, 1996) and the 
FS model provides a straightforward means of incorporating 
free-stream effects into these calculations. 

While the comparisons presented above are generally good, 
they are limited. The purpose of the present work is to introduce 
the model and demonstrate its utility. Further work is still 
needed. All comparisons were to flows with grid-generated tur
bulence in which the integral length scale based on vL was 1 
to 3 times the boundary layer thickness. Several investigators 
(e.g., Hancock and Bradshaw, 1989) have concluded that both 
free-stream intensity and length scale are important, and that 
large free-stream eddies have a greater effect on the boundary 
layer than smaller scale eddies. One or both of the constants in 
Eq. (2) might be a function of the free-stream integral length 
scale. Comparison to flows with different types of free-stream 
turbulence are needed. 

The curvature correction presented above demonstrates the 
utility of the FS model and the way it may be modified based 
on an understanding of the flow. What one can say about the 
correction is, however, limited since the flows considered were 
all from the same test wall at the same nominal FSTI. One 
might speculate that the constant b in Eq. (2) is a function of 
the radius of the curvature of the wall and possibly the free-
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stream turbulence level, but only further comparisons will con
firm or deny this. 

A final point is that the cases chosen for comparison were 
deliberately selected as relatively simple cases in which a mix
ing length calculation would be possible. No attempt was made, 
for example, to simulate an adverse pressure gradient flow, 
where a mixing length calculation would most likely fail, with 
or without the FS model correction. The FS model is in no 
way limited, however, to implementation with a mixing length 
model. If the FS model does capture the physics of the free-
stream effect better than a conventional diffusion model, it may 
prove a useful addition to higher order turbulence models. 

Conclusions 
The FS model has been introduced and successfully tested 

in comparisons to a range of experimental data sets. The model 
is based on experimental observations, which suggest a direct 
link between free-stream turbulence and turbulent transport in 
the boundary layer. This is believed to be an improvement 
over the diffusion mechanism assumed in existing higher order 
turbulence models. The FS model can be used in combination 
with any existing turbulence model, and provides a means for 
incorporating free-stream turbulence effects into mixing length 
calculations. Further testing and development of the model are 
warranted. 
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